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Abstract

Entre los 17 Objetivos de Desarrollo Sostenible propuestos dentro de la Agenda 2030
y adoptados por todos los Estados miembros de las Naciones Unidas, el quinto ODS
es un llamamiento a la accién para convertir efectivamente la igualdad de género
en un derecho humano fundamental y una base esencial para un mundo mejor. In-
cluye la erradicacion de todo tipo de violencia contra las mujeres. Centrandonos en
la perspectiva tecnoldgica, el abanico de soluciones disponibles para prevenir este
problema social es muy limitado. Ademas, la mayoria de las soluciones se basan en
un enfoque de botén de panico, dejando de lado el uso y la integracion de las tec-
nologias actuales de vanguardia, como el Internet de las cosas (IoT), la computacién
afectiva, los sistemas ciberfisicos y los sensores inteligentes. Asi, el objetivo princi-
pal de esta investigacion es aportar nuevos conocimientos en el diseno y desarrollo
de herramientas para prevenir y combatir las situaciones de riesgo e, incluso, las
agresiones de Violencia de Género, desde una perspectiva tecnoldgica, pero sin dejar
de lado las diferentes consideraciones sociolégicas directamente relacionadas con el
problema. Para lograr tal objetivo, nos basamos en la aplicaciéon de la computacion
afectiva desde un punto de vista realista, es decir, apuntando a la generacién de
sistemas y herramientas capaces de ser implementados y utilizados en la actualidad
o en un plazo alcanzable. Esta vision pragmética se canaliza a través de: 1) un
estudio exhaustivo de las herramientas y mecanismos tecnologicos existentes orien-
tados a la lucha contra la Violencia de Género, 2) la propuesta de un nuevo sistema
smart-wearable destinado a solventar algunas de las limitaciones tecnologicas en-
contradas en la actualidad, 3) un novedoso enfoque de clasificacion de las emociones

relacionadas con el miedo para desentranar la relaciéon entre las emociones y la fisi-
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ologia, y 4) la definiciéon y publicacién de un nuevo conjunto de datos multimodales
para el reconocimiento de emociones en mujeres.

En primer lugar, se exploran y disenian diferentes sistemas de clasificacion del miedo
utilizando un conjunto reducido de sefiales fisiologicas. Para ello se emplean con-
juntos de datos abiertos junto con la combinacién de técnicas de dominio temporal,
frecuencial y no lineal. Este proceso de disenio estd rodeado de compensaciones entre
las consideraciones fisiologicas y las capacidades integradas. Esto ultimo es de suma
importancia debido al enfoque de esta investigacion en la computacién de borde. En
esta primera tarea se destacan dos resultados: el sistema de clasificacion del miedo
disenado que empled los datos del conjunto de datos DEAP y logr6 un AUC de
81,60% y un Gmean de 81,55% de media para un enfoque independiente del sujeto,
y s6lo dos senales fisioldgicas; y el sistema de clasificacién del miedo disenado que
empleé los datos del conjunto de datos MAHNOB logrando un AUC de 86,00% y
un Gmean de 73,78% de media para un enfoque independiente del sujeto, sélo tres
senales fisiolégicas, y una configuracion Leave-One-Subject-Out. Se presenta una
comparacion detallada con otros sistemas de reconocimiento de emociones prop-
uestos en la literatura, que demuestra que las métricas obtenidas estan en linea con
el estado del arte.

En segundo lugar, se presenta Bindi. Se trata de un sistema multimodal auténomo
de extremo a extremo que aprovecha el IoT afectivo a través de sensores comer-
ciales inteligentes auditivos y fisiologicos, la fusion multisensorial jerarquica y una
arquitectura de servidor segura para combatir la violencia de género mediante la
deteccion automatica de situaciones de riesgo basada en un motor de inteligencia
multimodal y la posterior activacion de un protocolo de proteccién. En concreto,
esta investigacion se centra en el disefio de hardware y software de uno de los dos
dispositivos informaticos de borde de Bindi. Se trata de un brazalete que integra
tres sensores fisiologicos, actuadores, chips integrados de monitorizacion de energia
y un System-On-Chip con capacidades inalambricas. En este contexto, se presen-
tan diferentes exploraciones del espacio de diseno embebido: evaluacion del filtrado
embebido, evaluacién de la calidad de la senal fisioldgica en linea, extraccién de car-
acteristicas y andlisis del consumo de energia. Los resultados reportados en todos

estos procesos se validan con éxito y, para algunos de ellos, incluso se comparan con

XXX



equipos de medicién fisiolégica estandar. Entre los diferentes resultados obtenidos
respecto al diseno e implementacién embebida dentro de la pulsera de Bindi, cabe
destacar que su bajo consumo de energia proporciona una duracion de la bateria de
aproximadamente 40 horas cuando se utiliza una bateria de 500 mAh.

Finalmente, las particularidades de nuestro caso de uso y la escasez de conjuntos
de datos multimodales abiertos que traten sobre tecnologia inmersiva emocional,
metodologia de etiquetado considerando la perspectiva de género, distribucién equi-
librada de estimulos respecto a las emociones objetivo, y procesos de recuperacion
basados en las senales fisioldgicas de las voluntarias para cuantificar y aislar la acti-
vacion emocional entre estimulos, nos llevaron a la definicién y elaboracion del con-
junto de datos Women and Emotion Multi-modal Affective Computing (WEMAC).
Se trata de un conjunto de datos multimodal en el que 104 mujeres que nunca han
experimentado la violencia de género que realizaron diferentes visualizaciones de
estimulos relacionados con la emocion en un entorno de laboratorio. Los anteri-
ores sistemas de clasificacion binaria del miedo fueron mejorados y aplicados a este
novedoso conjunto de datos multimodal. Por ejemplo, el sistema de reconocimiento
de miedo multimodal propuesto utilizando este conjunto de datos reporta hasta un
60,20% y un 67,59% para el ACC y la puntuacién F1, respectivamente. Estos valores
representan un resultado competitivo en comparacién con el estado del arte que se
ocupa de casos de uso multimodal similares.

En general, esta tesis doctoral ha abierto una nueva linea de investigaciéon dentro
del grupo de investigacién bajo el que se ha desarrollado. Ademas, este trabajo
ha establecido una base sélida desde la que ampliar el conocimiento y continuar la
investigacion orientada a la generacion tanto de mecanismos de ayuda a colectivos

vulnerables como de tecnologia de orientacion social.
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Capitulo

Introduccion

1.1 Contexto y motivacién

La violencia de género constituye una violaciéon de los derechos humanos y de
las libertades fundamentales reconocida por la Declaracion de las Naciones Unidas
sobre la Eliminacién de la Violencia contra la Mujer de 1993 [13]. Esta declaracion
proporciona una definicion clara y completa de lo que significa este tipo de violencia,
que se recoge en su primer articulo al considerar cualquier acto de violencia, ya sea
fisica, sexual o psicoldgica, basada en la pertenencia al género femenino. En 2020,
la Comision Europea amplié dicha definicion y declaré que esta violencia incluye
la ejercida contra las mujeres, los hombres y los ninos [14]. En cuanto a las cifras
concretas, desde el ano 2000 hasta 2018, mas de una de cada cuatro (27%) mujeres
alguna vez emparejadas con edades comprendidas entre los 15 y los 49 afios habian
sufrido violencia fisica o sexual, o ambas, por parte de su pareja desde los 15 anos
[15]. Este problema no es nuevo, de hecho, en la Unién Europea, el primer principio
de igualdad de trato entre hombres y mujeres se introdujo en 1975 en el Tratado
de Roma [16]. Sin embargo, es en 2007 a través del Tratado de Lisboa [17] que la
Comunidad Europea incluyé este principio entre los valores y objetivos de la Unién.
Desde entonces, diferentes territorios de Europa han tomado estas medidas como
base para sus leyes de violencia de género. A pesar de estos esfuerzos, seguia siendo
necesario contar con un conjunto de normas o reglas comunitarias aplicables a este
problema. Asi, en 2011 se aprob6 el Convenio del Consejo de Europa para prevenir y
combatir la violencia contra las mujeres y la violencia doméstica, también conocido

como Convenio de Estambul, que entré en vigor més tarde, en 2014 [18]. Este
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convenio establecié un marco o instrumento comin a partir del cual se establecen
diferentes normas sobre prevencién, proteccion, persecuciéon y prestacion de servicios
para responder a las necesidades de las victimas y de las personas en riesgo. Hasta la
fecha, todos los miembros han firmado la convencion y 35 de los 47 la han ratificado,
aunque en julio de 2021, Turquia se convirtio oficialmente en el primer y tinico pais en
retirarse de ella. Hay que tener en cuenta que este pais estuvo entre los precursores
iniciales de este acuerdo. Ademas, el Convenio de Estambul cre4 un mecanismo
de seguimiento encargado de controlar, informar y evaluar las medidas legislativas
y de otro tipo adoptadas por los Estados ratificantes. Sin embargo, la aplicacion
de todas las recomendaciones del convenio no siempre es una tarea sencilla, ya que
depende de los recursos de cada Estado. Por ello, se han puesto en marcha diferentes
programas de financiacién de la Unién Europea para facilitar la puesta en marcha
de estas acciones (DAPHNE, PROGRESS, REC), pero siempre con un enfoque
de aprendizaje mutuo aprovechando el mensaje dentro y fuera de la Comunidad
Europea, ya que se concibe como un problema mundial [19]. Junto a estos acuerdos,
convenios y programas de financiaciéon, también se han creado diferentes pactos y
organizaciones, como el Pacto Europeo por la Igualdad de Género (2011-2020) y el
Instituto Europeo de la Igualdad de Género. Estas acciones han ido acompaiiadas
de normativas europeas, que pretenden salvaguardar los derechos de las victimas
desde el punto de vista juridico (UE 606,/2013, 2012/29/UE).

Centrandonos en Espana, pais en el que se ha desarrollado esta investigacién, hay
que destacar la aprobacién por unanimidad en 2004 de la Ley Organica 1/2004 a
través de la cual este pais se convirtio en un referente fundamental en el mundo
por la forma de afrontar este problema. En concreto, se trata de una ley integral
contra la Violencia de Género, que considera también este tipo de violencia como
la que se ejerce sobre las personas dependientes de la mujer cuando se abusa de
ellas para causarles dafio. Ademaés, Espana fue uno de los primeros paises en firmar
el Convenio de Estambul en 2011, para posteriormente ratificarlo en 2014. Otra
fecha clave en la hoja de ruta nacional fue la ratificacion del Acuerdo Nacional
contra la Violencia de Género por parte de los diferentes Grupos del Parlamento
Nacional, los Gobiernos Autonémicos y las Entidades Locales en diciembre de 2017.

Al igual que muchos otros paises de la Comunidad Europea, Espana esta dividida
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en Comunidades Auténomas que, al margen de lo que se refiere a la aplicacion
legislativa nacional, tienen sus propias leyes y normas regionales. Por ejemplo, la
Comunidad Auténoma de Madrid cuenta con una dilatada experiencia en materia
de politicas y actuaciones legales en materia de Violencia de Género. Uno de los
mayores logros de esta comunidad en relaciéon con este tema fue la aprobacion de
la primera Ley de Ordenacién Regional n® 5/2005, de 20 de diciembre, de medidas
de proteccion integral contra la Violencia de Género. Ademads, esta comunidad
también cre6 un dérgano institucional regional especifico para asesorar y evaluar la
integracion de dichas politicas, éste fue concebido como el observatorio regional de
Violencia de Género en 2003 (decreto 256/2003, de 27 de noviembre). Por tltimo, en
2016 presentaron una estrategia integral de prevenciéon y lucha contra la Violencia
de Género, que consistia en una serie de medidas y acciones a desarrollar desde
ese afio hasta 2021 y que reflejaba el compromiso del gobierno madrilefio de luchar
por la erradicacién de este problema. A pesar de todas estas medidas nacionales y
regionales, la oficina del Gobierno contra la Violencia de Género contabiliz6 un total
de 1117 mujeres asesinadas desde 2003 hasta octubre de 2021, Fig. 1-1.
Basandonos en los hechos anteriores, podemos concluir que la violencia de género es
un problema de emergencia que lleva a la sociedad a enfrentarse a él utilizando difer-
entes perspectivas y adoptando un enfoque multidisciplinar. Por ejemplo, desde el
punto de vista sociologico, la educacion y la concienciacién informativa sobre la pre-
venciéon y el combate de la violencia contra las mujeres es fundamental. Ademas, la
perspectiva tecnoldgica es también un aspecto fundamental relacionado con el desar-
rollo de nuevas tecnologias emergentes que faciliten la creacion de nuevas platafor-
mas para prevenir y responder a la violencia de género [20]. De hecho, estas y
otras perspectivas como la juridica, la psicologica y la médica, entre otras, estan
vinculadas y colaboran en la busqueda de soluciones cotidianas para combatir este
problema. Esta reivindicacién multidisciplinar esta fuertemente respaldada por un
amplio abanico de profesionales que trabajan estrecha y personalmente con las victi-
mas (agentes de la autoridad, jueces y psicélogos) [21]. Sin embargo, identifican dos
grandes inconvenientes de los actuales instrumentos publicos coincidiendo en que se
deberian invertir mas esfuerzos y mejor organizados en los mecanismos o herramien-

tas de prevencion y en la formaciéon de los profesionales que tratan directamente con
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Figure 1-1: Numero total de victimas de violencia de género asesinadas desde 2003
hasta octubre de 2021. Datos proporcionados por [1].

las victimas para evitar una revictimizacion mas danina.

A pesar del esfuerzo institucional, desarrollar soluciones aplicando un enfoque mul-
tidisciplinar para crear comunidades mas seguras es una tarea dificil. Sin embargo,
es necesario que todas las perspectivas mencionadas se comprometan y cooperen de
forma mas estrecha para combatir la violencia de género de forma eficaz. Debido a
la transformacion digital que estan experimentando algunos paises de Europa, estan
tratando de aprovechar el desarrollo de las nuevas tecnologias para proporcionar
servicios a las comunidades, de los cuales, algunos estan destinados a tratar este
problema en cuestion. Por ejemplo, en Espania se han puesto en marcha diferentes
servicios, como VioGen [22], ATENPRO [23], y COMETA [9]. En primer lugar,
VioGen permite estimar el nivel de riesgo al que se enfrenta una victima de vio-
lencia de género y determinar el tipo y grado de protecciéon adecuados para ella.
Este nivel de riesgo se actualiza continuamente en funcién de su situacion juridica y
social. Esta herramienta es el resultado de una intensa investigacion del Ministerio
del Interior espanol con varios grupos de investigacién universitarios espafioles con
expertos en psicologia, criminologia y sociologia. En segundo lugar, ATENPRO es
un servicio que proporciona una linea directa y 24 horas al dia a las fuerzas de

seguridad espanolas a través de un botén del panico. En concreto, se entrega a la
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victima un dispositivo moévil que permite una comunicacién continua en cualquier
momento y circunstancia. Dicha comunicaciéon es atendida por un centro de asis-
tencia telefénica especializado, donde asistentes especificamente formados dan una
respuesta adecuada para atender este tipo de situaciones en tiempo real. Por ul-
timo, COMETA es un sistema concebido como un conjunto de dispositivos de control
telematico que se adopta cuando se dicta una orden de alejamiento del agresor. En
este caso, tanto la victima como el agresor reciben un dispositivo de geolocalizacion
con capacidades basicas de telecomunicacion de voz y datos para comunicarse con el
centro de control. El agresor también debe llevar un ligero dispositivo de radiofre-
cuencia en forma de pulsera que se conecta a los dispositivos de geolocalizacion.
Aunque COMETA ofrece una solucién tecnolégica para luchar contra la violencia
de género, su limitada duracién de la bateria y su tecnologia anticuada presentan
una elevada tasa de falsos positivos [24,25], ademdas del riesgo de acoso para las
victimas.

Ademas de los esfuerzos de las organizaciones publicas gubernamentales, el sector
privado también se anima en todo el mundo a aportar una solucién al problema
de la violencia de género. De hecho, diferentes iniciativas privadas salen continua-
mente con ideas para prevenir y evitar este problema. Por ejemplo, la Fundaciéon
XPrize lanz6 en 2018 un concurso mundial de 1 millon de délares para desafiar a
equipos de todo el mundo a aprovechar la tecnologia para empoderar a las mujeres
a responder a las agresiones sexuales. El objetivo de este concurso era desarrollar
una soluciéon tecnolégica capaz de activar alertas de emergencia de forma auténoma,
transmitir informacion a una red de respondedores de la comunidad y ser lo mas
asequible posible, todo ello en 90 segundos. Los siete finalistas utilizaban tecnologia
vestible con los tultimos protocolos de comunicacién inalambrica conectados con los
diferentes intervinientes o incluso con las fuerzas del orden. Sélo uno de ellos incluyo
en sus dispositivos capacidades de computacion afectiva para hacer un seguimiento
perfecto de los niveles de amenaza emocional mediante el uso de informacién fisi-
ologica cardiaca. El seguimiento de dicha informacién se ha demostrado como un
sélido indicador emocional [26].

Teniendo en cuenta toda la informacién revisada y apuntando a la generacién

de nuevos mecanismos de prevencion y lucha, se podria aprovechar una nueva her-
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ramienta auténoma, inteligente, discreta, conectada, con edge-computing (tecnologia
basada en la computacién en el nodo, e.g. en dispositivos con muy pocos recursos)
y preparada para ser usada como portable o vestible, capaz de detectar y alertar
cuando una usuaria estd bajo una situacion de Violencia de Género. Sobre esta base,
el trabajo de investigacion descrito en este documento se centra en proporcionar una
solucion tecnologica inteligente que ayude a tratar el problema planteado. Este sis-
tema se denominara en adelante BINDI a lo largo de todo el documento, y ha sido
desarrollado por el grupo UC3M4Safety de la Universidad Carlos III de Madrid.
En concreto, esta investigacion se centra en el diseno, desarrollo e implementacion
de uno de los tres dispositivos que componen el sistema, que es una pulsera in-
teligente que utiliza computacién afectiva embebida basada en la monitorizacion
fisiologica para la deteccion de estados emocionales relacionados con el miedo. Los
otros dos dispositivos son un colgante inteligente y una aplicacion para teléfonos
inteligentes. El primero capta el audio a la carta, mientras que el segundo realiza
la fusion de datos fisiolégicos y fisicos y gestiona las alarmas de emergencia para
enviarlas a una red de respondedores de confianza o incluso a las fuerzas del orden.
La naturaleza del problema a tratar hizo que este trabajo se derivara por un enfoque
multidisciplinar, reuniendo conocimientos de los estudios de género, la electrénica,
la telematica, la fisiologia, las tecnologias del habla y el audio, y la informatica o

computacién afectiva.

1.2 Alcance de esta disertacion

Esta investigacion pretende aportar una nueva vision en el desarrollo de herramien-
tas para prevenir y evitar situaciones de riesgo de Violencia de Género e, incluso,
agresiones, desde una perspectiva tecnoldgica, pero sin dejar de lado las diferentes
consideraciones sociologicas relacionadas con el problema.

Desde un punto de vista tedrico, este trabajo propone una nueva forma de utilizar
las senales fisioldgicas y el reconocimiento de emociones para proporcionar soluciones
autonomas, vestibles y discretas para proteger a las personas vulnerables. El objetivo
en ese aspecto es desentranar la relacién entre las senales fisioldgicas y las emociones
relacionadas con el miedo, proporcionando alternativas a los sistemas de clasificacion

de reconocimiento de emociones ya propuestos en la literatura, nuevas arquitecturas
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de sistemas de monitorizacion fisiolégica listos para llevar, nueva integracion de
sensores e implementacion embebida en dispositivos vestibles, nuevas técnicas para
mitigar el ruido de los artefactos de movimiento fisioldgico, y realizando un estudio
analitico de toda la solucién propuesta.

Desde un punto de vista préactico, se proporcionaron diferentes sistemas de re-
conocimiento de emociones binarias de miedo basados en bases de datos disponibles
abiertamente que contienen emociones evocadas no actuadas para un conjunto de
voluntarios. Ademaés, se desarroll e implementd una nueva solucién hardware wear-
able para la deteccion de la violencia de género, basada en la familia de proce-
sadores ARM Cortex-M®, utilizando tres de los sensores fisiolégicos més discretos,
Photoplethysmography (PPG), EDA, y SKT, y comunicaciones inaldmbricas de baja
potencia. Este dispositivo forma parte del sistema BINDI, que ha sido desarrollado
junto con el grupo UC3M4Safety. Los requisitos para el sistema completo son el
menor consumo de energia posible, una integracion discreta y vestible de todos los
dispositivos y componentes, y el menor tiempo de célculo para las diferentes arqui-
tecturas de procesamiento digital para lograr el mayor tiempo de respuesta posible.
Por dltimo, se generé una nueva base de datos utilizando estimulos inmersivos y
estimulos especificos orientados al caso de uso de la violencia de género. Esto tltimo
es especialmente relevante ya que la base de datos generada es tnica en la literatura.

En concreto, los objetivos de esta investigacion son los siguientes:

e Proponer un nuevo enfoque para detectar las emociones relacionadas con el
miedo haciendo uso de las diferentes teorias emocionales e indicadores fisiologi-
cos afectivos.

e Derivar nuevos sistemas de deteccion de emociones relacionadas con el miedo,
listos para ser llevados, utilizando bases de datos abiertas que han utilizado
senales fisiologicas para el reconocimiento de emociones.

« Tratar el comportamiento fisiolégico (cuasi-estacionario, no estacionario y no
lineal) y proponer nuevas técnicas de procesamiento digital que lo tengan en
cuenta para los sistemas relacionados con el miedo de inferencia rapida.

o Analizar y estudiar diferentes restricciones de integracién que deben consider-
arse en los sistemas de computacion afectiva vestibles.

o Disefiar una nueva soluciéon de hardware vestible para desplegar las arqui-
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tecturas de sistemas de deteccion relacionados con el miedo propuestas. En
este punto, afrontariamos la implementaciéon de hardware y software embe-
bido hacia una solucién discreta, autonoma, de bajo consumo, inaldmbrica y
conectada.

o Comparar los resultados obtenidos con arquitecturas similares publicadas y
soluciones comerciales para la prevencion de la violencia de género.

o Generar una nueva base de datos enfocada al caso de uso especifico de Violencia
de Género que recoja las respuestas fisiolégicas, fisicas y emocionales a los

estimulos inmersivos.

1.3 Esquema del documento

El documento se divide en tres partes. En la primera parte se revisa la relacién
entre las emociones y las senales fisiologicas, investigando las diferentes teorias emo-
cionales y los indicadores fisiologicos afectivos. También se analiza el marco general
de las bases de datos utilizadas en la literatura, que tratan del reconocimiento de
emociones mediante el uso de senales fisiologicas. En la segunda parte, se presenta
la aplicacion de la teoria revisada en la primera parte a la propuesta y analisis de
un nuevo sistema de reconocimiento de emociones relacionadas con el miedo. En
la tercera parte se presentan los resultados tanto del hardware como del software
embebido del sistema edge-computing desarrollado para el reconocimiento binario
del miedo. Finalmente, en la ultima parte se presenta la nueva base de datos para
el reconocimiento de emociones centrada en la deteccion del miedo. Ademaés, a lo
largo de todo el documento se exponen y analizan las limitaciones de la integracion
de los wearables y las dinamicas fisiolgicas a tener en cuenta.

Asi, el esquema del documento es el siguiente:

Parte I

El Capitulo 2 describe las nociones bésicas y avanzadas necesarias para com-
prender bien de los temas de esta investigacion. En concreto, se estudian las teorias
emocionales, las metodologias de clasificacion de las emociones humanas, las her-
ramientas para la elicitacién de las emociones y la cuantificacién de los indicadores
fisiologicos afectivos. Todos estos temas se apoyan en referencias del estado del

arte que ayudaran a comprender el contenido original que se ofrece en los siguientes
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capitulos.

El Capitulo 3 se centra en proporcionar un analisis en profundidad sobre la
estructura y los procedimientos experimentales utilizados para la generacién de bases
de datos disefiadas para el reconocimiento de emociones. Ademas, también se detalla
y explica cada parte de la cadena completa de procesamiento de datos para la tarea
de disenio de sistemas de computacion afectiva utilizando dichas bases de datos.

Parte 11

El Capitulo 4 aborda uno de los principales objetivos de la tesis. Se trata del
disefio y la validaciéon de sistemas novedosos de reconocimiento del miedo basados
en un conjunto reducido de senales fisiolégicas. Se seleccionan diferentes bases de
datos publicas disponibles para disenar dos sistemas principales de reconocimiento
de emociones binarias de miedo. Las limitaciones encontradas en dichas bases de
datos se detectan y se tienen en cuenta para el trabajo presentado en el Capitulo
6. Ademas, los resultados presentados en este capitulo se comparan con el estado
actual de la técnica.

Parte III

El Capitulo 5 detalla el proceso de diseno e integracion de una nueva solucion de
hardware wearable para desplegar partes de las arquitecturas del sistema de detec-
cién de miedo propuesto en el Capitulo 4. Por un lado, se contextualiza esta nueva
solucion vestible analizando la tecnologia actual que se aplica para la prevenciéon y
el combate de la violencia de género. Por otro lado, se detallan y explican exhausti-
vamente los retos de diseno e integracion, tanto desde el punto de vista del hardware
como del software.

Capitulo 6 desarrolla una de las principales contribuciones de esta investigacion.
Se trata de la generacion de un novedoso conjunto de datos multimodales, Dataset-
Name, consistente en experimentos realizados en un entorno de laboratorio con
s6lo mujeres voluntarias. Ademas, se emplean las diferentes arquitecturas de com-
putacion afectiva propuestas y presentadas en el Capitulo 4, utilizando los datos
recogidos en este conjunto de datos. Por tltimo, también se presenta una aproxi-
macién multimodal mediante la fusion de datos fisiologicos y del habla para propor-

cionar una primera linea de base a tener en cuenta para futuros trabajos.

Parte IV

9 Jose A. Miranda, Tesis Doctoral



Capitulo 1. Introduccién

Capitulo 7 concluye esta investigacion y ofrece algunas sugerencias sobre la posible

ampliacién de este trabajo en un futuro préximo.
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Emociones humanas, senales

fisiolégicas y computacion afectiva
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Capitulo

Clasificacion de las emociones y

cuantificacion fisiologica

Este capitulo se basa en cuatro temas esenciales, necesarios para el desarrollo de
esta investigacion: las teorias emocionales, las metodologias de clasificacion de las
emociones humanas, las herramientas para la elicitacion de las emociones y la cuan-
tificacion de los indicadores fisiologicos afectivos. En primer lugar, se analizan
cronolégicamente las principales teorias emocionales y se evaltian con vistas al caso
de uso especifico de esta investigacion. Para ello, se relaciona su orden de activacion
emocional con los efectos relativos a la elaboracion de sistemas informaticos afec-
tivos. También se presentan y analizan las diferentes metodologias de clasificacion
de las emociones humanas revisando sus ventajas e inconvenientes y explotando su
relacion con las teorias emocionales anteriores. A continuacién, se realiza un analisis
exhaustivo de los efectos en la modulacién de las emociones por parte de factores
intrapersonales como los rasgos de personalidad, la cognicion, la atencién y el sesgo
de género, que profundiza en la aportacion de la contextualizacién personal dentro
de las metodologias de clasificacién de las emociones humanas. Posteriormente, se
presenta un nuevo enfoque pragmatico para fusionar esos métodos de clasificacion
de las emociones humanas, que se aplicara posteriormente en los modelos generados
con el fin de limitar la identificacion o el reconocimiento de la emocién del miedo.
En segundo lugar, se comparan las diferentes herramientas para evocar emociones.
Por 1ltimo, se presenta y analiza un conjunto reducido de senales fisioldgicas y su

relacién con las emociones y los modelos emocionales. Aunque se ha demostrado que
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muchas otras senales fisiologicas garantizan caracteristicas especificas relacionadas
con las emociones, no pueden ser adquiridas por sensores poco visibles para su uso
diario. Por lo tanto, se estudia a fondo la informacién relacionada con las emociones
que puede proporcionar cada uno de los sensores fisiologicos méas discretos, asi como
su estado actual de desarrollo e integracién en dispositivos portatiles y los retos

actuales.

2.1 Supuestos y definiciones
Antes de entrar en detalles sobre los diferentes temas que se van a tratar en este
capitulo, es necesario dar algunas premisas y definiciones.

o En primer lugar, las emociones son un compuesto de reacciones conductuales,
procesos cognitivos subjetivos y cambios fisiolégicos, en su mayoria desenca-
denados por estimulos emocionales [27].

e Se denomina estimulo emocional a cualquier tipo de material o proceso a
través del cual se provoca una emocion especifica a una persona. Derivan
en respuestas emocionales especificas.

o Las respuestas emocionales pueden cuantificarse o medirse utilizando autoin-
formes subjetivos, informacién fisica y/o fisiolégica, y cualquier tipo de datos
procedentes de la persona sometida a la elicitacion de la emocion y recogidos
durante dicho proceso.

o Las bases de datos de reconocimiento de emociones son aquellas que utilizan
estimulos emocionales bajo una presentacion o método de interaccién especi-
fico para recoger diferentes respuestas emocionales. Toda esa informaciéon
puede utilizarse posteriormente para entrenar sistemas informéaticos afectivos
inteligentes.

o Los sistemas de computacion afectiva utilizan todos los elementos anteriores

para generar un sistema de reconocimiento de emociones entrenado.

2.2 Teorias Emocionales
A pesar de la teoria emocional considerada, se esta de acuerdo en que las emociones
intervienen directamente en el ajuste de nuestra respuesta a un estimulo externo. Sin

embargo, no existe un acuerdo comun respecto al orden en que se desencadenan los
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compuestos de las emociones al recibir dicho estimulo. Diferentes teorias emocionales
a lo largo de la historia se han postulado tratando de abordar este proceso, algunas
basadas y otras refutando a las anteriores o predecesoras. Por ejemplo, las teorias
emocionales de Darwin [28], James-Lange [29], y Cannon-Bard [30], que se preceden
respectivamente, fueron las tres principales teorias de la emocién antes de 1950 y
cada una de ellas sigue un orden de activacion diferente. Darwin fue el primero
en intentar averiguar el origen de las emociones y sus mecanismos de activacion.
Aunque su trabajo no tenia en cuenta la informacién fisiologica dentro del proceso
de reaccion emocional, propuso tres principios diferentes que estaban profundamente
vinculados al proceso cognitivo de las emociones. Entre esos principios, destaca el
primero (principio de los habitos ttiles), que se basa en la asociacién entre diferentes
acciones y estados mentales especificos, ya que sirvio de base para algunas de las
siguientes teorias cognitivo-emocionales. La teoria de James-Lange afirma que las
emociones se vuelven conscientes para la persona una vez que toda la informacion
fisiolégica ha sido procesada dentro del neocortex, Fig. 2-1. Por otro lado, la teoria
de Cannon-Bard refuta la afirmacién de James-Lange de que la respuesta fisioldgica

se produce al mismo tiempo que la reacciéon de la emocion y de forma independiente.

Physiological Emotional

Stimulus Processing Reaction

Figure 2-1: Orden de activaciéon emocional para la teoria de James-Lange.

Estas tres teorias fueron muy criticadas, ya que las dos primeras carecen de eviden-
cia empirica y la de Bard impone la total independencia de las reacciones fisiologicas
y emocionales. Asi, esto dio lugar al nacimiento de las teorias emocionales cogni-
tivas, en las que el contexto de la situacion y nuestra experiencia previa también
afectan directamente a esa respuesta conductual. Por ejemplo, la teoria de la valo-
racion de las emociones, desarrollada principalmente por Magda Arnold y Richard

Lazarus [2], entre otros, fue una de las primeras teorfas emocionales cognitivas. Se
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Figure 2-2: Orden de activacién emocional para la teoria desarrollada por Magda
Arnold y Richard Lazarus [2].

basa en el supuesto de que las emociones estan directamente determinadas por nues-
tras apreciaciones o evaluaciones de los estimulos, que pueden provocar reacciones
fisioloégicas y emocionales especificas y simultaneas en diferentes personas, Fig.2-
2. Una de las afirmaciones més controvertidas de esta teoria es que las emociones
podrian originarse directamente a partir de nuestras propias valoraciones sin necesi-
dad de una excitacion fisioldgica. Este hecho implica la posible falta de correlacion
de la respuesta fisiologica con respecto al estimulo externo especifico. Junto con
la aparicién de la teoria de la valoracion de las emociones, Albert Ellis introdujo
la teoria racional-emotiva [3|, que incluye el proceso de valoracién o evaluacién al
afirmar que las emociones se ven directamente afectadas por nuestros pensamientos
o creencias, pero no descuida la respuesta fisiolégica a un estimulo. Ademas, esta
ultima va precedida de la reaccion emocional a diferencia de las otras teorias, Fig.
2-3. Aunque las teorias cognitivas son ampliamente aceptadas, se observan muchas
variaciones dentro de ellas. En la actualidad, el papel completo de la cognicién sobre
las emociones sigue siendo una cuestién abierta [31].

A pesar del enorme esfuerzo por desentranar el paradigma del origen de la emocién
a lo largo de los anos, todavia no existe una definiciéon consensuada para la emocion
ni un orden de activacion de los diferentes elementos que intervienen en ella. En
concreto, en nuestro caso, la teoria en la que se basa este trabajo de investigacion es

la teoria racional-emotiva. Esta teoria permite la cuantificacién emocional a través
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Thoughts Emotional Physiological

Stimulus and Beliefs Reaction Response

Figure 2-3: Orden de activacién para la teoria emocional racional-emotiva por Albert
Ellis [3].

de la monitorizacién fisiolégica y admite la repercusién de los pensamientos y creen-
cias sobre la emocién sentida. Esta tultima es, efectivamente, un factor clave a la
hora de abordar el desarrollo de herramientas de reconocimiento de emociones para
prevenir y evitar situaciones de violencia de género. Las experiencias vitales de cada
victima de violencia de género son diferentes, y la necesidad de no sélo considerar
las interdiferencias reales entre las victimas, sino también las intradiferencias indi-
viduales a lo largo del tiempo, es esencial para proporcionar una soluciéon mejor y

mas inteligente, integrada social y tecnolégicamente.

2.3 Clasificaciéon de las emociones humanas

En el contexto de la categorizacion e identificacion inequivoca de las emociones,
la literatura presenta un amplio esfuerzo por llegar a un etiquetado o modelado es-
tandarizado respecto a las mismas [32]. En la comunidad cientifica de la informética
afectiva, esto se traduce en la identificacion de la emocion experimentada por una
persona a través de diferentes datos como los gestos faciales, la voz, la postura y las
senales fisiolégicas. Sobre esta base, diferentes autores han propuesto mapeos entre
estados afectivos y patrones o variaciones observadas en estas modalidades. Notese
que el término modalidad se refiere a las fuentes de informacion. Asi, la deteccion de
emociones podria definirse como un problema de reconocimiento de patrones [33].
Sin embargo, como en cualquier problema de reconocimiento, el sistema necesita ser
ensenado. El proceso de aprendizaje mas comiin en el reconocimiento de emociones
es mediante el uso de un clasificador supervisado, que se define como un proceso de

aprendizaje supervisado a través de informacién etiquetada. Esta metodologia re-
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quiere tener diferentes muestras de informacion etiquetada o asignada a la emocion
correcta. La informacién recogida de todas las modalidades se distribuira en funcion
de las etiquetas o clases asignadas a cada muestra adquirida. Por lo tanto, disponer
de etiquetas o modelos emocionales precisos afectara en gran medida al rendimiento
del sistema disenado.

En los siguientes apartados se revisan las principales metodologias de clasificacion
de emociones humanas, asi como sus ventajas e inconvenientes. Ademas, se resumen
y analizan algunos factores clave a la hora de tratar la experiencia emocional y la
personalidad y cémo pueden afectar al proceso de etiquetado de las emociones. Por
ultimo, se conectan las emociones relacionadas con el miedo utilizando los diferentes
métodos de clasificacién de emociones humanas, lo que proporciona un nuevo en-

foque para tratar el reconocimiento del miedo en situaciones de violencia de género.

2.3.1 Clasificaciéon discreta de las emociones

Ya en el siglo XIX, Darwin propuso que las emociones eran discretas o categoricas,
es decir, que podian dividirse en mddulos como el miedo, el asco, la ira, etc. [28].
Aunque no proporcioné ninguna especificacién sobre el nimero exacto de esas emo-
ciones. Desde entonces, diferentes psicélogos y fisidlogos han utilizado el mismo o
similar enfoque categérico para tratar las emociones. Este enfoque se basa en el con-
cepto de emociones bésicas, que son universalmente reconocibles y transculturales.
Asi, se afirma que cada una de estas emociones bésicas tiene asociados diferentes
patrones fisiologicos, asi como diferentes efectos en la voz, los gestos faciales, la
postura, etc. Sin embargo, a lo largo de los anos, ha habido diferentes tedricos psi-
cologicos y fisioldégicos que aportan listas de emociones primarias, cada uno de ellos
basandose en diferentes criterios para definir cuales son emociones basicas y cuales
no. Por ejemplo, Ekman y Friesen [34,35] aportaron datos para reafirmar la teoria
expuesta por Darwin, y basaron la mayor parte de sus primeras investigaciones para
las emociones basicas en expresiones faciales inequivocas entre culturas. Basandose
en este criterio, afirmaron la existencia de seis emociones basicas: ira, asco, miedo,
sorpresa, tristeza y alegria. En 1972, viajaron a Paptia Nueva Guinea y conocieron a
la tribu Fori. Presentaron diferentes imagenes a la tribu, que fue capaz de identificar
las seis emociones diferentes. Después, mostraron imagenes de expresiones faciales

de la gente de la tribu Fori, con las mismas emociones, a personas de otras nacional-
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Table 2.1: Main categorical models of emotions developed since 19th century.

Autores(s)

Afirmaciones

Basadas en

Ekman & Friesen [35]

Seis emociones bésicas: ira, asco, miedo,

Gestos faciales

alegria, tristeza y sorpresa universales
Diez emociones bésicas: ira, desprecio, Derivadas del
Carroll Izard [36] asco, angustia, miedo, culpa, interés, comportamiento
alegria, vergiienza y sorpresa
Ocho emociones bésicas: ira, aceptacion, Evolucién
Robert Plutchik [37]  alegria, anticipacién, miedo, disgusto, tristeza, bioldgica
y sorpresa y supervivencia
Nico Frijda [38)] Seis (?mociones bésicas: el desgo, la felicidad, Car.r{bio en
interés, sorpresa, asombro y tristeza accion
Oatley & Laird [39] CinFo emoci(.)r}es bésica.s: ira, asco, Estadgs
ansiedad, felicidad y tristeza cognitivos

idades y culturas. Concluyeron que las emociones se interpretaban correctamente
y afirmaron que las emociones son universalmente reconocibles por las expresiones
faciales.

Cronolégicamente después de Darwin, algunas de las principales contribuciones a
este enfoque de clasificacion de las emociones humanas se resumen en el cuadro 2.1.
Entre estos autores, Robert Plutchik es conocido por haber creado la rueda de las
emociones [37], que fue una de las primeras representaciones gréaficas que intento
ilustrar como se relacionaban las emociones desde un punto de vista categoérico.
Algunos de los aspectos clave del modelo de Plutchik han influido en propuestas
posteriores de clasificaciones discretas de las emociones humanas. Por ejemplo, in-
trodujo el concepto de emociones opuestas, que no pueden experimentarse al mismo
tiempo, e incluso propuso que las emociones pueden sentirse con diferente intensi-
dad, lo que lleva a transformar la rueda en un modelo discreto multidimensional de
las emociones. En realidad, el aspecto mas discutido del enfoque de Plutchik es el
primer concepto, ya que muchos cientificos no estan de acuerdo citando diferentes
ejemplos en los que se pueden desencadenar emociones opuestas al mismo tiempo.
Cabe destacar que los colaboradores citados en la tabla 2.1 no se ponen de acuerdo en
el nimero y la naturaleza de las emociones bésicas, incluso algunos de estos autores
a lo largo de los anos han modificado su nimero declarado de emociones bésicas.
En el caso de Ekman, considerado un pionero dentro del campo de la investigacion
emocional en el presente siglo, su investigacion se basoé en la evidencia existente

de siete emociones basicas a las que posteriormente se incluyeron otras diez emo-
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ciones adicionales agradables [40]. Otro psicélogo muy conocido e influyente es Nico
Frijda, que identific6 dieciocho emociones basicas en su primer modelo emocional
propuesto [38], que posteriormente evolucion6 a un total de seis [41]. Ademéds del
nuimero de emociones basicas, estas propuestas difieren también en cuanto a la teoria
emocional en la que se basan. Como puede observarse, la motivacion partiéo de un
punto de vista darwiniano (expresién facial universal), que evolucioné introduciendo
factores conductuales y biologicos. Finalmente, Oatley y Laird introdujeron el con-
cepto cognitivo al afirmar que las emociones son estados de base cognitiva encargados
de coordinar procesos cuasi-autéonomos dentro del sistema nervioso [39]. Nétese que
este ultimo hecho estd en consonancia con algunas de las afirmaciones de la teoria de
la valoracion de las emociones explicada en la seccién 2.2, que admite la posibilidad
de una respuesta fisiolégica no correlacionada con respecto a la emocion sentida.
Independientemente de la diversidad de modelos categéricos, la mayoria de ellos
incluyen la ira, la felicidad, la tristeza y el miedo. Sin embargo, debido al origen cul-
tural de cada uno de los autores, algunos postulan la ira y otros la rabia para referirse
a la misma emocion, al igual que cuando utilizan el miedo y la ansiedad. A pesar
de estos desacuerdos, la literatura suele referirse a estas emociones como respuestas
primarias o basicas y universales a los estimulos. Hay que tener en cuenta que ex-
isten mas modelos categéricos que los citados en la tabla 2.1. En relaciéon con estos
hechos, una encuesta realizada por Ekman en 2015 [42] supuso un avance clarificador
hacia la estandarizacion de las emociones basicas. En concreto, se pregunté a 248
cientificos del ramo, mediante la misma encuesta, con el objetivo de obtener alguna
evidencia de universalidad en alguna faceta de las teorias emocionales y modelos
categoricos. El mayor acuerdo se obtuvo con sélo cinco de las dieciocho emociones
propuestas: ira (91%), miedo (90%), asco (86%), tristeza (80%) y felicidad (76%).
La encuesta concluye afirmando que, aunque es necesario trabajar para reducir los

desacuerdos, existe un acuerdo sobre las emociones bésicas.

2.3.2 Clasificacién dimensional de las emociones

Para paliar el problema derivado de la aplicacién de diferentes términos categéricos
a un mismo concepto emocional y el andlisis de las emociones complejas mediante
la combinacion de diferentes emociones bésicas, se hace necesaria la utilizacion de

otras escalas y métodos de cuantificacién mas alla de los modelos categéricos. Asi,

Jose A. Miranda, Tesis Doctoral 20



2.3. Clasificaciéon de las emociones humanas

diferentes autores han introducido lo que se conoce como dimensiones del estado
afectivo. Por ejemplo, Wundt fue el primero en introducir el uso de dos dimensiones
para clasificar e identificar las emociones ya en 1896 [43]. Introdujo las dimensiones
agradable-desagradable y baja-alta intensidad, que fueron utilizadas por muchos
otros investigadores en los anos siguientes. Otro de los primeros autores relevantes
fue Osgood [44], que utilizé tres factores diferentes para evaluar los estados afectivos.
Estos factores fueron definidos como evaluacion, actividad y potencia. Ademas,
como se ha comentado en el apartado anterior, Plutchik afirmaba que las emociones
se sienten con diferente intensidad. Este hecho implica que incluso los autores que
han contribuido al desarrollo de modelos categoéricos de las emociones, necesitaban
asumir la existencia de algtn tipo de dimension para distinguir las emociones com-
plejas de las basicas. En este sentido, la inclusion de dimensiones cuantitativas
permite la creacién de un espacio multidimensional, en el que el sesgo categérico
disminuye y las emociones basicas y complejas pueden ser igualmente identificadas.
Ademas, la autocalificacion o el autoinforme de estas dimensiones después de cada
estimulo presentado a la persona, al igual que el autoinforme cuando se utilizan
emociones discretas, tiene en cuenta tanto las diferencias culturales como las expe-
riencias previas del mismo estimulo. Sin embargo, en este caso multidimensional,
la perfecta comprension de las distintas dimensiones y la autoevaluacién emocional
presentan una ardua tarea.

Uno de los modelos dimensionales mas utilizados es el modelo circumplex, postu-
lado por Russel [45]. Este modelo se basa en dos dimensiones diferentes, valencia o
placer (P) y arousal (A), que pueden interpretarse como las dimensiones modernas
de las propuestas por Wundt. En concreto, ambas estan concebidas para medir
diferentes aspectos clave del estado afectivo actual. Asi, la dimensién de la valen-
cia representa la naturaleza positiva o negativa del estado afectivo, mientras que el
arousal indica la excitacion o activacién que proporciona ese estado afectivo. A pesar
de que el modelo circumplex ha sido uno de los modelos dimensionales mas utiliza-
dos, la adicion de otros ejes ortogonales conduce a un espacio multidimensional mas
completo. Por ejemplo, Mehrabian [46] introdujo la dominancia como una nueva di-
mensioén emocional y asi propuso el modelo de placer, excitacion y dominancia PAD.

Posteriormente, este modelo ha demostrado ser 1til para desentranar las emociones
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que se sitian en el mismo cuadrante para un espacio emocional bidimensional (PA).
En este sentido, Demaree et al. en [47] afirmaron que se requiere una clasificacién
tridimensional de las emociones (PAD) para identificar adecuadamente un estado
afectivo. Compararon la distincion miedo-enojo utilizando el modelo PA y el modelo
PAD. Como resultado, Demaree et al. aseguraron que solo la dominancia puede de-
sentranar emociones como el miedo y la ira, asociadas a la sumision y la dominancia
respectivamente.

Aunque en las ultimas décadas, las clasificaciones dimensionales de las emociones
humanas han ganado atenciéon, todavia existe un profundo debate sobre la inter-
pretacion de estas dimensiones y cémo se explica y aplica dicha interpretacion. Este
ultimo hecho es clave cuando se trata de comparar estudios de diferentes inves-
tigadores que han utilizado las mismas dimensiones pero que las han explicado a
los voluntarios de forma diferente. Dentro de este contexto y tratando de aportar
claridad en cuanto a la definicién, comprensién y explicacién de las diferentes di-
mensiones, Bakker et al. [4] relacionaron el modelo PAD con las respuestas afectivas,
cognitivas y conativas o el modelo de afecto, cognicién y comportamiento (modelo
ABC de actitudes), Fig. 2-4. Llegaron a la conclusion de que el placer, la excitacién y
la dominancia pueden utilizarse junto con el modelo ABC y la distincién entre sentir,
pensar y actuar, respectivamente, para comprender mejor las dimensiones originales
y describir las experiencias ambientales posteriores. Esta tltima conclusion es clave
para este trabajo de investigacién, ya que pone de manifiesto la necesidad de in-
cluir el proceso de valoracion o evaluacién de la emocion considerando los efectos
del entorno externo. También indicaron la necesidad de realizar mas investigaciones
centradas en las experiencias el modelo PAD para concebirlo como un modelo de
emocion dimensional solido y probado.

A diferencia de la informacién emocional cualitativa proporcionada por las clasi-
ficaciones discretas, las clasificaciones dimensionales ofrecen métricas cuantitativas
especificas sobre los estados afectivos. Esto puede considerarse una ventaja a la
hora de disenar cualquier sistema de reconocimiento automatico de emociones, ya
que las etiquetas dimensionales autodeclaradas son mas especificas y tienen mas
probabilidades de ser utilizadas para el cdlculo afectivo. Sin embargo, localizar

en coordenadas dimensionales tanto las emociones bésicas como las complejas no es
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Figure 2-4: Relaciéon entre los modelos PAD y ABC. Este tltimo es el modelo de
actitudes por Bakker et al.. Esta relacion trata de dar una vision mas clara que la
propuesta inicial del modelo PAD [4].

una tarea facil. Diferentes autores han realizado estudios con una poblacion relativa-
mente grande con el objetivo de definir las posiciones dimensionales exactas para las
emociones dentro de los modelos dimensionales. Por ejemplo, Fontaine et al. [5] uti-
lizaron cuatro dimensiones para localizar el espacio exacto de 24 emociones discretas
utilizando méas de 600 participantes, escalas Likert de 9 puntos para cada dimension
y considerando tres origenes culturales diferentes. Estas emociones se tomaron del
conocido instrumento GRID!, que comprende 144 caracteristicas de emocién repre-
sentativas de los diferentes componentes de las emociones. Lograron mapear los 24
términos emocionales en su esquema propuesto de cuatro dimensiones, Figura 2-5, y
senialaron que el nimero 6ptimo de dimensiones depende de lo que los investigadores
estén preguntando o interesando. No obstante, concluyeron que su estudio no puede
tomarse como una representacion dimensional de la experiencia emocional, asegu-
raron que los modelos bidimensionales pasan por alto fuentes de variacion emocional
clave, como el dominio de la emocién, y animaron a la comunidad investigadora a
aplicar tres o mas dimensiones para desentranar adecuadamente la complejidad de
la emocion.

Sin tener en cuenta el profundo debate que supone tener en cuenta las perspectivas
metateodricas discreta y dimensional, ya hay investigadores que proponen unirlas.
De hecho, los autores de [48] afirmaron que ambos modelos existen, pero cada uno

de ellos pretende explicar caracteristicas diferentes de las emociones. Por ejemplo,

Lunige.ch/cisa/files/7214/9371 /2318 /Grid__questionnaire Aug_ 2013.pdf
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afirmaron que la supremacia de un método de clasificaciéon sobre otro nunca estaré
asegurada por la psicologia de las emociones, lo que incluso se convierte en una
ventaja a la hora de desentrafiar el comportamiento de las emociones, ya que con-
duce a aumentar la comprensién de las mismas al no excluir ninguna perspectiva o
informacion emocional. A lo largo de una revisiéon detallada, también afirmaron que
las emociones discretas pueden ser descompuestas mediante la inclusion de dimen-
siones dentro de ellas. Aunque este hecho especifico ya fue propuesto inicialmente
por Plutchik [37] con su rueda multidimensional de las emociones y la variacién de
la intensidad dentro de las emociones basicas, la combinacion de estos dos enfoques
principales de clasificaciéon podria ser explotada por la literatura hacia una mejor
comprension psicofisiologica de las emociones. En cuanto al efecto de esta cuestion
a la hora de disenar herramientas de reconocimiento de emociones para prevenir y
evitar situaciones de violencia de género, la combinacién de ambos enfoques podria
impulsar una deteccién mas consistente y una mejor comprension de cualquier tipo
de emocién relacionada con el miedo. La combinacion especifica seguida en esta

investigacion se detalla en la secciéon 2.3.4.

2.3.3 Rasgos personales, procesos cognitivos, atencion y sesgo

de género

Ademas de las teorias emocionales humanas y de las clasificaciones de las emo-
ciones mencionadas y revisadas en la seccién anterior, los pensamientos y las creen-
cias individuales son componentes que desempenan un papel esencial dentro de las
respuestas emocionales y fisiolégicas que también podrian considerarse al abordar
el disefio de cualquier sistema de reconocimiento de emociones. En realidad, estos
elementos cobraron relevancia con la aceptacion y el auge de la psicologia cognitiva
a partir de 1950. Sin embargo, a pesar de este hecho, la pregunta sin respuesta que
todavia rodea a muchas de las teorias emocionales humanas es el efecto especifico
que la cognicién tiene sobre las diferentes emociones [49]. Esto es atin mas confuso
cuando la cognicion converge con la valoracion. Esta tltima se basa en una aso-
ciacion automatica de un estado afectivo (asociacién emocional) ya sea con baja o
alta valencia, y es el nucleo de las diferentes teorias emocionales humanas como se

ha comentado anteriormente. Desde una perspectiva psicologica, el camino entre un
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proceso cognitivo o evaluativo y una reaccion de appraisal puede derivar el uno del
otro y viceversa, ya que una evaluacién puede ser un raciocinio de una asociacion
emocional previa, y esta ultima puede ser también el producto de una evaluacion
emocional posterior [50]. En este contexto subjetivo, los rasgos personales y la
atenciéon e interpretacion de los estimulos pueden afectar en gran medida a las re-
spuestas afectivas. En los ultimos anos, algunos estudios han intentado relacionar
los distintos grados principales de los cinco factores de la personalidad (extraversién,
neuroticismo, apertura a la experiencia, amabilidad y conciencia) con los procesos y
cambios emocionales de la vida cotidiana. Por ejemplo, Emma Komulainen et. al.
en [51] realizaron un experimento con 104 estudiantes universitarios (18 hombres, 86
mujeres) siguiendo un método de muestreo de experiencias en el que los estudiantes
informaron de diferentes métricas afectivas unas 10 veces al dia a intervalos semi-
aleatorios. Observaron y concluyeron que los rasgos de personalidad pueden influir
en diferentes procesos emocionales. En concreto, destacaron que esos rasgos afectan
en gran medida a los trastornos depresivos, de ansiedad y de estrés, que estan rela-
cionados con la respuesta afectiva negativa a los contextos de la vida cotidiana. Este
hecho guarda una profunda relaciéon con diferentes conceptos neurofisiologicos que
estan directamente relacionados con la cantidad de carga afectiva negativa que cada
individuo puede manejar [52]. Dicha carga se conoce como carga alostética y es
un factor crucial para empezar a entender las particularidades del perfil fisiolégico
y emocional de las victimas de la violencia de género, ya que estan sometidas a
situaciones negativas cronicas (miedo, péanico, estrés) que conducen a la restriccién
afectiva en contextos traumaticos con el objetivo de recuperar la homeostasis fisi-
ologica y el equilibrio conductual y proteger su integridad psicologica. Ademas, hay
que considerar y contabilizar las diferencias de género al afiadir el sesgo de género al
problema del reconocimiento de emociones. Por ejemplo, esta comprobado que las
mujeres son mas sensibles a las expresiones interpersonales durante las interacciones
sociales que los hombres, lo que se acompana de una didtesis del estado de animo e
incluso Post-Traumatic Stress Disorder (PTSD) [53-55].

Todos estos componentes plantean diferentes incertidumbres que hacen que el dis-
eno de un sistema inteligente de reconocimiento de emociones sea una tarea en la

que se tengan en cuenta los diferentes factores subjetivos emocionales individuales

Jose A. Miranda, Tesis Doctoral 26



2.3. Clasificaciéon de las emociones humanas

para conseguir un rendimiento éptimo. Por lo tanto, si se desarrolla un sistema de
reconocimiento de emociones utilizando informacién fisiologica y fisica, el uso de los
métodos de clasificacion de emociones humanas revisados deberia ir acompanado de
diferentes pruebas o cuestionarios que faciliten la dilucidacion de los efectos produci-
dos por la cognicién, la valoracién, la atencién, los rasgos de personalidad, el género
y la edad. Aunque en este trabajo de investigacion no se tratan, cuantifican o tienen
en cuenta directamente estos factores subjetivos individuales, durante la realizacion
de la base de datos UC3M4Safety se ha recogido un conjunto de cuestionarios. En

el capitulo 6.

2.3.4 El mapa del miedo dentro de los métodos de clasifi-

cacion de las emociones humanas
La emociéon del miedo es una de las emociones basicas que son comunes a lo largo
de la mayoria de las diferentes clasificaciones categoricas de las emociones e incluso
representa una emocion distinguida clave para las clasificaciones dimensionales a la
hora de explicar las ventajas de tales modelos para tratar el desentranamiento de la
emocion basado en la dominancia. Debido a la aplicacion dirigida de este trabajo de
investigacion, la comprension adecuada de la delimitacion discreta y dimensional del

miedo es esencial. En este sentido, la figura 2-6 ilustra una idea sobre este hecho. La

Figure 2-6: De izquierda a derecha: concepto de miedo unidimensional (niveles de
intensidad discretos), miedo contenido en un espacio bidimensional (modelo PA),
conceptos tridimensionales (modelo PAD) y cuatridimensionales (modelo PAD maés
cualquier dimensién intrinseca individual).

manera mas facil de considerar el miedo es adoptar una forma de factor unidimen-
sional discreto. Este método viene determinado por el nimero de divisiones o niveles
de intensidad del miedo que se desee. Al pasar a mas dimensiones, disponemos de

mas informaciéon para determinar y caracterizar inequivocamente el sector exacto
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del miedo. Por ejemplo, una percepciéon bidimensional, que puede estar relacionada
con el arousal y la valencia, puede definir un cuadrante especifico en el que se ubi-
can las emociones negativas. En este caso, el nimero de niveles o divisiones en las
diferentes dimensiones repercute directamente en la incertidumbre de localizacion
exacta del miedo dentro de dicho cuadrante. Asi, cuantas més divisiones, mas limi-
tada o acotada es el area en la que se puede encontrar el miedo. Este tltimo hecho
también supone un reto cuando los niveles de esas dimensiones se recogen directa-
mente de los voluntarios mediante el uso de métricas autoinformadas, ya que no es
factible ni pragmatico ofrecer la posibilidad de elegir un niimero elevado de niveles.
Finalmente, como se comento en la seccion 2.3.2, el uso de tres dimensiones puede
beneficiar la separacién de diferentes emociones que comparten dos de ellas. Hay
que tener en cuenta que anadir mas dimensiones conduce a un espacio de busqueda
multidimensional, lo que se traduce en un problema de optimizaciéon mas complejo
para encontrar el punto dulce del miedo.

Especificamente para este trabajo de investigacion, se utiliza una nueva fusién en-
tre modelos discretos y dimensionales para la deteccién del miedo. Asi, tomando
como referencia el modelo PAD, se define que el miedo se localiza en baja valencia,
alta excitacion y baja dominancia. A partir de esa localizaciéon multidimensional es-
pecifica, se realiza un mapeo binario emocional discreto etiquetando esa localizacion
como miedo y las otras como no miedo. Esta relacion viene dada por la siguiente
funcién de Heaviside,

donde © : H — (0,1) y &; es el umbral de miedo especificado de la dimensién
i. Obsérvese que el resultado final del mapeo binario para el modelo propuesto se

obtiene realizando la siguiente operacion logica,

H(P, A, D) = H(P) A H(A) AH(D). (2.2)

Durante este trabajo de investigacion, todos los experimentos realizados recogieron
etiquetas emocionales autoinformadas que se utilizaron para el mapeo binario del
miedo. En este caso, y siguiendo la literatura [49], se utiliz6 la misma escala Likert

de 1 a 9 para calificar cada una de las tres dimensiones. Por lo tanto, la distinciéon
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entre niveles bajos y altos se realiz6 en base a la mitad de la escala. Aunque se
encuentra una limitacién en cuanto a que este nuevo enfoque asume que todo el
espacio cubico formado por alta excitacion, baja valencia y baja dominancia, esta
directamente relacionado con la emocion categorica del miedo, es la primera vez que
se realiza una fusion entre los modelos discretos y dimensionales y se aplica utilizando
datos reales y emociones no actuadas. Teniendo en cuenta esta investigacion como
base en este aspecto, se podrian desarrollar mas investigaciones hacia una mejor
delimitacion multidimensional y categérica de la emocion objetivo. En este sentido,
se podrian anadir mas dimensiones para considerar factores individuales como los
rasgos de personalidad, el efecto de la cognicion, los procesos de atencion y el sesgo
de género. Dichas dimensiones producirian un cambio multidimensional del cubo del

miedo, lo que puede conducir a un mejor desentranamiento y deteccion del miedo.

2.4 Herramientas para el analisis cientifico de las

respuestas emocionales humanas

Uno de los principales objetivos dentro de la comunidad de la computacién afec-
tiva es la generacién de nuevas bases de datos para facilitar y potenciar la tarea
de reconocimiento de emociones. Una base de datos de computacién afectiva o de
reconocimiento de emociones puede definirse como un experimento de elicitacion de
emociones con un conjunto de voluntarios, que autoinforman de las emociones senti-
das por un conjunto especifico de estimulos. Ademas, entre estos componentes esen-
ciales, los distintos conjuntos de senales fisiolégicas y fisicas recogidos durante estos
experimentos especificos controlados, basados en el laboratorio, son fundamentales
para generar posteriormente modelos de reconocimiento de emociones utilizando esa
informacion como datos. Notese que el objetivo subyacente es desentranar los pa-
trones y variaciones de los datos fisiologicos y fisicos observados en esos experimentos
con la ayuda de las diferentes etiquetas recogidas. Sobre esta base, se han presen-
tado y propuesto en la literatura diferentes herramientas, elementos y métodos para
proporcionar una elicitacién de emociones eficaz dentro de esos experimentos. En
esta seccion, se presentan y detallan estos factores para comprender el estado actual
de la técnica en este sentido. Hay que tener en cuenta que los analizados aqui se

aplican y utilizan en condiciones controladas o de laboratorio, lo que limita la apli-
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cacion directa de los sistemas inteligentes resultantes a la validacion sobre el terreno.
Este 1ltimo hecho también conduce a la necesidad de generar bases de datos en la
naturaleza. En el capitulo 3 se detallan estas ultimas consideraciones y se ofrece
una descripcién y un andlisis detallados de todos los componentes que intervienen
en la generacion de una base de datos de reconocimiento de emociones. Ademas, en
esta seccion, también se abordan y discuten los diferentes retos para proporcionar
una verdad basica de etiquetado de estimulos fiable.

Como se ha analizado en los apartados anteriores, los factores individuales son
clave en las emociones. Este hecho dificulta la obtencién de la misma emociéon para
un grupo de personas que estan bajo el mismo experimento de la base de datos.
Aunque esto se suele abordar mediante protocolos experimentales bien definidos
dentro de un entorno controlado de laboratorio, estas incertidumbres de personal-
idad siempre presentan un sesgo subjetivo introducido por los voluntarios cuando,
por ejemplo, autoinforman de la emocion sentida. En general, podemos dividir el
tipo de estimulos utilizados en dichos protocolos en dos grupos principales: actua-
dos y no actuados. Los primeros son interpretados mayoritariamente por actores y
actrices entrenados, que siguen un "guién de elicitacién emocional" [56]. Indepen-
dientemente de la capacidad de los actores y actrices para profundizar en el estado
emocional solicitado, esto se traduce en una forma sintética de generar estados afec-
tivos que conduce a una respuesta auténoma no plenamente emocional. Por ello,
en la literatura se prefieren los estimulos de tipo no actuado. Estos y sus princi-
pales caracteristicas se resumen en la tabla 2.2. Existen principalmente seis tipos
diferentes de estimulos no actuados, que van desde la imagineria hasta el Virtual
Reality (VR). Algunos de ellos proporcionan una sensacién estatica al no involucrar
completamente a la persona en el entorno emocional deseado, mientras que otros
proporcionan esa posibilidad. También se encuentran diferencias con respecto a los
procesos cognitivos, conductuales y fisicos desencadenados por dichos estimulos. De
entre todos los estimulos, destaca el VR por ofrecer la sensaciéon mas cercana a los
escenarios del mundo real, lo que se traduce en un alto grado de correlacion entre las
condiciones de la investigacién y el fendmeno emocional estudiado (validez ecol6g-
ica). Estos hechos llevaron al equipo de UC3M4Safety a desarrollar un entorno VR

con estimulos 2D y 3D para ser utilizado durante la realizacién de los diferentes
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Table 2.2: Revision del tipo de estimulo utilizado en entornos de laboratorio con-
trolados.

Tipo de estimulo Caracteristicas Ejemplos
Estimulos estdticos, componentes cognitivos, [58], [59], [60]
Imdgenes la visualizacion de la duracién es clave, mejores [61], [62], [63]
para la identificacién emocional
Estimulos estdticos, componentes comportamentales y cognitivos,  [64], [65], [66]
Videos la visualizacién de la duracién es clave, pueden [67], [68], [12]

proporcional mejor inmersiéon emocional que las imagenes
Estimulos dindmicos, componentes comportamentales y cognitivos,

Juegos latencia entre las acciones de la usuaria [69], [70], [71]
y el juego son claves
Tests de Estimulos estaticos y dindmicos, cognitivos, [72], [73], [74]
Estrés comportamentales, y fisicos, alto acuerdo [75], [76]
en la literatura sobre estos tests
Estimulos estdticos y dindmicos, coginitivos y comportamentales  [77], [78], [79]
VR cercanos a escenarios de la vida real, ofrecen la mejor (80

validacién ecologica

conjuntos de datos [57]. En el capitulo 6 se ofrecen méas detalles.

A pesar de la variedad de tipos de estimulos, uno de los mayores retos que implica la
elicitacién de emociones para el disenio de sistemas de reconocimiento de emociones
es la obtencién de una verdad de base fiable, es decir, determinar adecuadamente
qué emociones (etiquetas) evocan qué estimulo. La evaluacién de la verdad de base
es en realidad una de las partes mas criticas dentro del diseno de esos sistemas
[81]. De hecho, ese proceso es de suma importancia y afectard en gran medida al
entrenamiento y al rendimiento de la inferencia posterior del sistema consciente de
los afectos. Por ejemplo, cuando se entrena un algoritmo de aprendizaje automatico
utilizando las etiquetas de la verdad sobre el terreno, la informacion que se suministra
a dicho algoritmo hereda la distribucion de dichas etiquetas, lo que puede sesgar
en gran medida los patrones de datos originales subyacentes. Para hacer frente a
este tipo de problemas, existen diferentes estrategias o metodologias para recoger la
verdad sobre el terreno que incluso se utilizan conjuntamente dentro del experimento.
Asi, en la literatura se han propuesto diferentes métodos para obtener datos fiables
de autoevaluacion emocional. Una de las metodologias mas utilizadas y fiables para
recoger la verdad del terreno se basa en una conocida técnica pictorica no verbal, se
trata del SAM [6]. La representacion original puede verse en la figura 2-7. Se basa
en el espacio PAD (valencia, arousal y dominancia, respectivamente de la primera
a la tercera fila) y en una escala de Likert de 1 a 9, en la que el centro de la escala

se relaciona con un estado afectivo neutro. Sin embargo, se puede observar que esta
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Figure 2-7: SAM original [6].

1 2 3 4 5 6 7 8 9

AR

1 2 3 4 6 7 8 9
Figure 2-8: SAM modificado por el equipo UC3M4Safety.

representacion original muestra mayoritariamente lineas rectas y una actitud muy
masculina que puede afectar al etiquetado para las mujeres. Por lo tanto, el equipo
de la UC3M4Safety modificé la SAM con el fin de proporcionar un menor sesgo de
género. Hay que tener en cuenta que esta modificacion se realizé en base a un panel
de expertos en violencia de género [82]. El nuevo SAM resultante se muestra en la
figura 2-8.

A modo de resumen de este apartado, podemos afirmar que las bases de datos de
reconocimiento de emociones son necesarias para generar sistemas de computacion
afectiva, pero también son imprescindibles para estudiar las diferencias de respuestas
emocionales en funcion de factores fisicos, fisiolégicos, de género, personales y de otro
tipo de interés. Ademads, existe un amplio abanico de herramientas y métodos que

facilitan dicho proceso de generaciéon de sistemas de computaciéon afectiva y, aunque
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son mejorables para evitar posibles sesgos (por ejemplo, de género), el estado del

arte en este sentido es solido y fiable.

2.5 Indicadores fisioloégicos de las respuestas de

las emociones humanas

Como se detalla en la secciéon 1.2, uno de los principales objetivos de este trabajo
de investigacion es desentranar las relaciones entre las senales fisiologicas y las emo-
ciones negativas, por ejemplo, el miedo, para proporcionar los primeros pasos hacia
una deteccion automatica de situaciones de riesgo en un contexto de violencia de
género y/o acoso sexual. Para lograrlo, es necesario recopilar, comprender y aplicar
a cualquier tecnologia que se desarrolle un profundo conocimiento de la actividad
fisiologica del cuerpo humano en el marco de las respuestas emocionales.

En primer lugar, las senales fisiologicas son manejadas por el Autonomous Ner-
vous System (ANS) y, por tanto, no pueden ser manipuladas por la voluntad hu-
mana [83, 84]. Este hecho ha llevado a la literatura a proponer y proporcionar
diferentes arquitecturas fiables de sistemas conscientes del afecto utilizando tnica-
mente informacion fisiolégica [85]. Sin embargo, en cuanto a los modelos y teorfas
emocionales, existen posturas contrarias en cuanto a la activacion y comportamiento
especifico del ANS ante las diferentes emociones [86,87]. Para este trabajo de in-
vestigacion, seguimos una de las iltimas afirmaciones sobre la activacion del ANS
ante las emociones [88], que se basa en la actividad diferenciada del ANS para la
preparacion de la conducta y la proteccion del cuerpo con respecto a las diferentes
emociones, que es esencial para la adaptaciéon humana. Esto estda profundamente
interrelacionado con el funcionamiento del cerebro al recibir estimulos externos. De
hecho, la activacion del ANS es consecuencia de los circuitos internos entre las
diferentes partes del cerebro que se encargan de decodificar esos estimulos y desen-
cadenar los mecanismos necesarios para adaptarse adecuadamente a ellos. Dos de
las partes principales son la amigdala y el hipotalamo, Figura 2-9. La primera es la
responsable del procesamiento emocional, mientras que el segundo funciona como
un centro de mando. Asi, en caso de un estimulo externo amenazante, la amigdala
envia una senial de socorro al hipotdlamo, que activa el Sympathetic Nervous Sys-

tem (SNS) a través de las glandulas suprarrenales. Obsérvese que el SNS es la rama
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del ANS responsable de la conocida respuesta de lucha o huida. Finalmente, esas
glandulas liberan diferentes catecolaminas (por ejemplo, epinefrina) que provocan
una serie de cambios y reacciones fisiologicas. Una vez que la amenaza desaparece,
el Parasympathetic Nervous System (PNS) toma el mando actuando como descanso
de las reacciones fisiol6gicas anteriores (homeostasis). Notese que el PNS es la rama
del ANS responsable de la conocida respuesta de reposo y digestién. Aunque estos
comportamientos y caracteristicas biologicas estan mayoritariamente consensuados
en la literatura, sigue existiendo un gran interés investigador por aportar experi-
mentos empiricos sobre alguno de los hechos comentados [89]. Como consecuencia
de ello, el estudio del desentranamiento emocional-fisiologico en la literatura se ha
realizado de forma intensiva desde 1950, ya que diferentes investigadores intentaban
abordar las teorias emocionales y comprender los cambios en las variables fisiologicas

debidos a las respuestas emocionales [90].

%

Amygdala
and
Hipothalamus zone
Figure 2-9: Location of the two main parts, amygdala and hypothalamus, involved
in the emotional processing and autonomous nervous system regulation.

Esta seccion proporciona una revision detallada sobre el nexo entre las variaciones
fisiologicas y las emociones negativas, destacando especificamente aquellos sistemas
en la literatura dirigidos a la deteccién del miedo. Ademas, debido a la naturaleza
portable del sistema presentado en este trabajo, sblo se cubren las tres variables
fisiol6gicas que pueden ser hoy en dia mas aptas para ser vestibles o portables (as-
pecto discreto). A pesar de este estudio, todavia hay muchos factores, como los
inherentes al individuo, que pueden afectar directamente a la morfologia de la senial
fisiolégica y, por tanto, a los patrones subyacentes asociados a las emociones negati-

vas. HEstos componentes, como la edad, el género, las condiciones cardiovasculares,
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la carga alostatica y otros, no solian ser considerados en la literatura a la hora de
disenar sistemas de reconocimiento de emociones. Asi, en esta seccion y en los capi-
tulos siguientes, analizamos y abordamos la influencia que esos elementos pueden
tener en la morfologia de las senales y damos algunas ideas para tratarlos desde la
perspectiva de los sistemas digitales.

Antes de entrar en detalles sobre cada una de las senales fisiologicas que se van
a analizar y estudiar, hay que destacar la naturaleza de la informacion fisioldgica,
yva que afecta en gran medida a las técnicas aplicadas para extraer los indicadores
fisiologicos afectivos o métricas fisiolégicas emocionales. Como cualquier otro sis-
tema bioldgico complejo, las senales fisiologicas humanas poseen un comportamiento
no lineal y no estacionario [91]. Sin embargo, al estar destinadas a ser procesadas
digitalmente dentro de una plataforma embebida especifica, se utilizan ventanas de
procesamiento de longitud fija para extraer los diferentes indicadores o métricas,
lo que lleva a considerar la fisiologia como cuasi-estacionaria cuando se trata de
ventanas de procesamiento cortas. Ultimamente, aunque este dltimo hecho puede
restringir el uso de técnicas de procesamiento lineal, la aplicaciéon de técnicas no
lineales estd teniendo mucho éxito en los actuales sistemas de reconocimiento de
emociones basados en informacion fisiologica [26] y estd impulsando la comprensién
de los sistemas bioldgicos complejos tanto en salud como en enfermedad [92]. Por
ello, en los siguientes apartados, asi como en los siguientes capitulos, se considera

esencial el comportamiento fisiolégico no lineal.

2.5.1 Actividad cardiovascular

La actividad cardiaca es una de las informaciones fisiolégicas méas utilizadas para
generar sistemas de reconocimiento de emociones [26,49]. Las diferentes fases de
los latidos, que se traducen en diferentes presiones sanguineas dentro de las paredes
musculares de los vasos sanguineos, permiten monitorizar las variaciones o cambios
tanto simpéticos como parasimpéaticos [8]. Desde una perspectiva puramente fisi-
oldgica, por un lado, la presion arterial mas alta se alcanza durante la fase sistélica,
en la que el corazon se contrae para forzar la sangre a través de las arterias. Por otro
lado, la presién mas baja se alcanza durante la fase diastélica, en la que el corazon
vuelve a llenarse de sangre. Esta informacion se ve muy afectada por la dieta del

individuo, la edad y las posibles enfermedades cardiacas [93,94]. Independiente-

35 Jose A. Miranda, Tesis Doctoral



Capitulo 2. Emociones y fisiologia

mente del tipo de estos factores intrasujeto, todos ellos conducen a modificaciones
morfolégicas respecto a una forma de onda ideal esperada. Estas modificaciones
se deben principalmente a los cambios de resistencia de los vasos sanguineos per-
iféricos, que van desde diferentes niveles de vasoconstriccion a diferentes niveles de
vasodilataciéon [95]. Para este trabajo de investigacién, siendo el miedo la emocién
objetivo a detectar, es necesaria la comprensién de estos principios fisiologicos, ya
que esta demostrado que los estimulos de miedo aumentan la resistencia periférica
total conduciendo a un aumento de la vasoconstriccion. Esto ultimo es esencial
para distinguir adecuadamente los patrones fisiolégicos basados en el miedo de los
basados en cualquier otra emocién [85,96].

La adquisicién de esta informacién fisiolgica puede realizarse mediante diferentes
sensores de forma no invasiva como el ECG, la fotopletismografia (PPG), y de forma
invasiva como el catéter arterial. Debido a los requisitos de portabilidad, bajo con-
sumo y discrecién del sistema propuesto, nos centramos en los sensores PPG. Se
basan en un método de medicién 6ptica que emplea una fuente de luz (un tnico
Light Emitting Diode (LED) o una matriz de LEDs) y un fotodetector que se sitian
en la superficie de la piel para medir el BVP. Existen dos tipos de sensores de PPG,
de reflexion y de transmisién. La figura 2-10 muestra un ejemplo de estos métodos
ilustrando cual es la diferencia con respecto al recorrido que tienen a través de las
diferentes capas de la piel. En el modo de reflexion, el fotodetector recibe la luz
emitida que ha sido retrodispersada o reflejada por el efecto banana de las capas
interiores [97,98], mientras que en el modo de transmisién, el fotodetector esta com-
pletamente opuesto al LED y recibe la luz transmitida que atraviesa todas las capas
de la piel. La principal diferencia a la hora de obtener la senal de ambos métodos es
el comportamiento invertido que presenta la reflexion PPG debido al retroceso de
la luz reflejada recibida. Para este trabajo de investigaciéon, nos centramos princi-
palmente en el modo de reflexiéon debido al aspecto wearable y a que la mayoria de
los sensores PPG disponibles son de este tipo.

Por lo tanto, centrandonos en el modo de reflexion, cabe destacar que la intensidad
de la luz que recorre las diferentes capas decae exponencialmente. En concreto, esta
afirmacién se explica por la Ley de Lamberts-Beer [99], que se aplica para mode-

lar adecuadamente la intensidad de luz recibida por el fotodetector de la siguiente
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Figure 2-10: Tustraciéon de las dos técnicas de medicion del PPG, reflexion y trans-
misién. Obsérvese que la senal obtenida estd invertida en un método con respecto
al otro.

manera:

I = Ipe ™, (2.3)

donde A es la longitud de onda de una luz especifica, I es la luz total detectada
por el fotodetector y I, es la luz transmitida o incidente. Sabiendo que A puede
expresarse como una relacion directa entre el coeficiente de absorcién del medio y
la longitud del trayecto, y que el primero puede dividirse en contribuciéon tisular
no pulsatil (componente DC) y pulsatil (componente AC), la ecuacién 2.3 también

puede expresarse como

I = Iine—(#Acd(t)+#Dcm)7 (2.4)

donde pac v ppe son los coeficientes de absorcion para los tejidos pulsatiles y no
pulsatiles, respectivamente, y d(t) y m son las longitudes del recorrido de la luz a
través de dichos componentes. Ademas, la intensidad de la luz incidente también
puede separarse en la intensidad reflejada estatica, I,f, y la intensidad del efecto

banana, [,, como sigue:

I=1I1,+ ]be_(HACd(t)‘i'ﬂDCm)' (2.5)
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Asi, a partir de la ecuacién 2.5, la relacién entre la componente de CC y CA viene

dada por:
AC Ibef(ﬂDCm),U«Acd(t)

DC ~ Ty + Ie oo (26)

En caso de suponer que la luz reflejada es despreciable, la amplitud de la compo-
nente AC normalizada seria directamente proporcional a la longitud del recorrido
de la luz arterial dinamica. Este supuesto es el caso ideal, en el que la relacion
CA/CC se maximiza, sin embargo, en las aplicaciones reales, el hueco espacial en-
tre el acLED vy el fotodetector y entre el sensor y la piel (hueco de aire) afectard
al componente de CC y minimizara la contribucion de CA. Este problema se solia
abordar aplicando estructuras de bloqueo de la luz en los sensores PPG y mini-
mizando el entrehierro [100,101]. Hay que tener en cuenta que la ubicacion del
sensor es igualmente importante en este asunto [102]. Estos conceptos revisados
y los fundamentos para la medicion de PPG son esenciales para disenar adecuada-
mente sistemas vestibles eficientes sometidos a integrar dicha tecnologia de sensores.
En el capitulo 6 se ofrecen mas detalles sobre como tratar el ruido de las senales de
acnumeros.

Desde el punto de vista del procesamiento de senales, una senal PPG contiene
diferentes caracteristicas o métricas que pueden ser extraidas y analizadas para
decodificar su relaciéon con las emociones. En este trabajo, distinguimos entre car-
acteristicas temporales, frecuenciales y no lineales. Independientemente del tipo
especifico de caracteristicas a extraer, se requiere el analisis morfologico de la senal
para obtener los puntos caracteristicos necesarios PPG. La figura 2-11 muestra un
ejemplo morfolégico de dos periodos de frecuencia cardiaca en los que aparecen las
dos fases de actividad cardiaca comentadas anteriormente: sistélica y diastélica.
Ademas de los picos sistolico y diastélico, existen otros puntos caracteristicos que
afectaran al proceso de delineacién de esta senal. Por ejemplo, la prediccién o in-
cisura, que es el producto de las reflexiones de la pared arterial, puede verse en la
senal de PPG también justo antes de la muesca dicroica. Esta morfologia sensible y
variable hace que la monitorizaciéon del PPG sea un reto. De hecho, recientemente
en [103], los autores presentaron un estudio comparativo con un grupo de 53 in-
dividuos que recogian datos de PPG de seis wearables diferentes de consumo y de

investigacion. Compararon la frecuencia cardiaca proporcionada por estos disposi-
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Figure 2-11: Ejemplificacion de los diferentes puntos caracteristicos a extraer dentro
de la morfologia de la sefial PPG.

tivos con la frecuencia cardiaca real obtenida mediante un electrocardiograma. Kl
experimento dio como resultado un error medio maximo de 15,9 8,1 Beats Per
Minute (BPM), siendo el tipo de dispositivo y la actividad de ejercicio los factores
que mas afectan a la frecuencia cardiaca estimada. Nétese que este error es relevante
si se quiere aproximar a una norma analoga de equipos médicos como la UNE-EN
60601-2-27, que establece que el error maximo para equipos clinicos es de 5 BPM.
Este problema observado se debe a diferentes aspectos:

o La mayoria de los wearables, ya sean de consumo o de investigacién, no es-
tan pensados ni disefiados para adquirir datos PPG clinicos o de diagndstico
(donde la morfologia estd totalmente preservada), sino que obtienen datos
PPG bésicos de calidad. Este hecho se traduce en una morfologia muy vari-
able que incluso depende del dispositivo por consideraciones electromecanicas
especificas.

o (Cada wearable utiliza un algoritmo propio para extraer los puntos caracteristi-
cos y calcular la frecuencia cardiaca. Este hecho se traduce en una variabilidad
entre las mediciones de los distintos dispositivos.

o Los artefactos de movimiento modifican fuertemente la morfologia de la senal
PPG. Algunos de estos dispositivos implementan técnicas para hacer frente a
ello, mientras que otros no lo hacen.

Por lo tanto, a pesar de la proliferacién de los sensores de PPG y su aceptacién por

parte del sector privado debido a la mejor integrabilidad y rentabilidad que el ECG,
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sigue existiendo una necesidad metodologica de delineacion y estandares de Motion
Artifact Removal (MAR). Generalmente, cuando se quiere extraer la frecuencia
cardiaca o el periodo de la senal PPG, los picos sistélicos o los valles diastolicos finales
son una opcién valida para obtener dicha periodicidad. Obsérvese que el ancho de
banda maximo de la frecuencia cardiaca es de aproximadamente 0,6-3,5 Hz, lo que
equivale a 36-210 BPMs. Por lo tanto, en el peor de los casos para la frecuencia de
actividad cardiaca mas lenta cuando se dispone de recursos digitales limitados, es
decir, dispositivos wearables limitados, el uso de una ventana de procesamiento de
dos segundos asegura encontrar al menos dos picos sistélicos o dos picos diastélicos
finales. Como ya se ha comentado, la mayoria de las caracteristicas se calculan a
partir de estos puntos. Para este trabajo de investigacion, se ofrecen mas detalles
sobre los algoritmos especificos de delineacién, la extraccién de caracteristicas y las
técnicas MAR utilizadas en los capitulos. 4 and 5.

En cuanto a la relacién entre la actividad cardiaca y la emocion del miedo, ex-
iste una amplia gama de publicaciones en la literatura [104-110]. Algunas de las
publicaciones intentaron diferenciar entre emociones positivas y negativas basandose
unicamente en la informacién extraida de la frecuencia cardiaca, mientras que otras
consideraron indicadores afectivos mas fisiologicos a partir de diferentes variables
fisiologicas, por ejemplo, indicadores electrodérmicos o de cardiorrespiracion. Por
un lado, la mayoria coincidié en que la emocién de miedo provoca un aumento de la
aceleracion cardiaca, vasoconstriccion, disminucion del flujo sanguineo y aumento de
la presion arterial tanto sistolica como diastélica. Por otro lado, los que incluyeron
mas variables fisiologicas reclamaron la necesidad de considerar mas informaciéon que
la actividad cardiaca debido a la relacién directa observada entre métricas especi-
ficas de la frecuencia cardiaca, como la variabilidad de la misma, y el aumento de
la frecuencia respiratoria o los diferentes niveles de actividad electrodérmica. Hay
que tener en cuenta que, aunque existe un conocimiento bien establecido en la liter-
atura con respecto a los efectos de la actividad cardiaca producidos por el miedo, los

experimentos se realizan en laboratorio, donde las condiciones estan bajo control.

2.5.2 Actividad Electrodérmica
La actividad electrodérmica (EDA) o respuesta galvanica de la piel (GSR) es, junto

con la actividad cardiaca, una de las senales fisiologicas mas estudiadas que, ademas,
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ha recibido un importante avance en su comprensiéon y conexion con las respuestas
emocionales [111,112]. Aunque hay mds de un tipo de gldndulas implicadas en
este proceso, las principales responsables de la EDA son las glandulas sudoriparas
ecrinas o merocrinas, que estdn controladas por el SNS. Estas se encuentran en la
piel y estan inervadas unicamente por axones de la rama simpatica (fibras nerviosas
sudomotoras largas). Obsérvese que cada axén inerva alrededor de 1,28cm? de piel
[113]. La figura 2-12 muestra un ejemplo ilustrativo de estas entidades distribuidas
en las diferentes capas de la piel. El hecho de que estas glandulas estén inervadas
unicamente por el SNS hace que el EDA sea el candidato perfecto para cuantificar la
actividad del SNS (lucha y huida) y, aunque la sudoracién también juega un papel
importante en la termorregulacién para conseguir una homeostasis adecuada, esta
demostrado que los diferentes cambios en la conductividad de la piel estan fuerte
y directamente correlacionados con la intensidad de la emocion evocada por los
estimulos externos. Muchos autores aseguran que dichos cambios estan relacionados
con el nivel de arousal [85,112,114]. En cuanto a la evolucion de la forma de esos
cambios con respecto al tiempo, el EDA esta formado por un componente ténico y
otro fasico. El primero es un componente que varia lentamente, el Skin Conductance
Level (SCL), mientras que el segundo es el Skin Conductance Response (SCR) rapido
en el tiempo. Obsérvese que la teoria fisiolégica que subyace a estos cambios o
variaciones de la EDA se basa en la difusion y la apertura de los poros que plantea

el modelo de vélvula poral de Edelberg [115].

Diffusion + Pore openin
Y pening
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Sudomotor Nerve Fibers
Figure 2-12: Ilustracién del comportamiento de las glandulas merécrinas y del pro-
ceso de difusion a través de las diferentes capas de la piel.

La adquisicién de esta informacion fisiologica puede realizarse principalmente me-
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diante dos técnicas diferentes: la endosomatica y la exosoméatica. Por un lado, la
primera se basa en la medicién del potencial electrodérmico mediante dos electrodos
sin aplicar ni corriente ni tension entre ellos. Por otro lado, la segunda se basa en
la mediciéon de la resistencia o conductancia electrodérmica mediante dos electro-
dos aplicando un pequeno voltaje o corriente entre ellos. A lo largo de los anos, se
han estudiado ambos métodos, aunque la complejidad de las ondas y la dificil inter-
pretacion de la metodologia endosomatica han llevado a una amplia aceptacion y uso
de las mediciones exosomaticas [116]. Asi, las técnicas exosomaticas se caracterizan
por utilizar una fuente de electricidad directa o alterna a través de circuitos activos
o pasivos [117]. En primer lugar, debido a la fuerza electromotriz en la superficie
de los electrodos, el uso de corriente continua puede provocar la polarizacién de los
mismos. Este problema puede mitigarse con CA. Sin embargo, la aplicaciéon de una
tensién de fuente superior a 100mV y el uso de electrodos de Ag/AgCl también
minimizan los problemas de polarizaciéon cuando se utiliza la CC. En segundo lugar,
las técnicas de CA conducen a una implementacién de circuitos mas compleja, lo
que se debe principalmente al hecho de que hay que preservar tanto la informacion
independiente como la dependiente de la frecuencia, asi como a la aplicacién de
técnicas digitales posteriores para recuperar las partes real e imaginaria de dichas
mediciones. Noétese que el término dependiente de la frecuencia se refiere en realidad
al comportamiento de la susceptancia de la piel [118]. Por ultimo, cabe senalar que
la cantidad de resultados de investigacion que consideran las técnicas exosoméaticas
de CC es excepcional en comparacién con las de CA y, aunque la CA podria superar
a la CC, es necesario realizar mas investigaciones para demostrar este predominio.
De hecho, hoy en dia las técnicas de CC se han establecido como un estandar de facto
para la adquisicion de EDA [119]. La tabla 2.3 resume las principales diferencias

analizadas entre ambas técnicas exosomaticas.

Table 2.3: Principales diferencias entre las mediciones exosoméaticas de CC y CA.

Propiedades CcC CA
Polarizacién de los electrodos
Circuiteria sencilla
Informacion de la conductancia
Informaciéon de la susceptancia
Independiente de la frecuencia
Cantidad de investigacion

NN X NN
Qx| NN XN
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Por lo tanto, centrandose en las mediciones exosomaticas de CC, se pueden utilizar
diferentes circuitos electronicos activos y pasivos. Una de las implementaciones
mas sencillas se realiza utilizando divisores de tension simples compuestos por una
resistencia fija y otra variable. Esta tltima es la piel humana. Sin embargo, esta
técnica es propensa a errores de medicion muy perceptibles debido a la diferencia
entre la fuente de tensién y la tensién a medir, que hace que esta ultima no sea
constante. De hecho, para la monitorizacion de la EDA se utiliza ampliamente la
circuiteria activa, ya que mitiga estos problemas y proporciona un mayor control
sobre la medicién. Convencionalmente, se emplean métodos de corriente y tension
cuasi-constantes aprovechando las configuraciones de amplificadores operacionales
inversores y no inversores. Por ejemplo, la Figura 2-13 representa una configuracion
inversora como un posible ejemplo de tales disposiciones. En el caso de que los
electrodos se coloquen dejando la resistencia de entrada R; como la piel, se aplica
una tensiéon casi constante que produce que el valor de la conductancia de la piel sea
proporcional a la tension de salida del circuito. Por el contrario, si la resistencia de
retroalimentacion Ry es la piel, se aplica una corriente cuasi-constante sobre ella y la
tension de salida resultante es proporcional al valor de la resistencia. Notese que para
ambas configuraciones, el limite de corriente debe ajustarse ya sea sintonizando las
tensiones de entrada y referencia o la resistencia de entrada, respectivamente. Estos
ajustes deben asegurar una corriente en todo el cuerpo no superior a 10uA/em?, que
es el nivel de densidad de corriente recomendado para las medidas de EDA [120].
Ademas, hay que destacar también la referencia comun a la salida y a la entrada,
que tiene por objeto evitar cualquier contaminacién endosomatica de la medicién
exosomatica a realizar. En la literatura se pueden encontrar diferentes propuestas de
circuitos EDA basados en configuraciones de op-amp inversor [121-123]. Obsérvese
que estos circuitos solian ir seguidos de otros circuitos de acondicionamiento de
op-amp para ajustar la senal y filtrarla antes de la adquisicién.

Independientemente de la circuiteria activa utilizada, y ademas del compromiso de
sintonizacién para asegurar un limite de corriente de seguridad, la relacién entre el
rango y la sensibilidad es especialmente relevante cuando se mide esta senal fisiolog-
ica debido al rango relativamente amplio (de 0 nS a 25 1S) y la sensibilidad de 0.01 pS

que hay que satisfacer para registrar adecuadamente todo el SCR dentro de los com-
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Figure 2-13: Ejemplo de configuracion de un amplificador operacional inversor para
la adquisicion de DC EDA exosomaética.

ponentes tonico y fasico de la sefial EDA [112]. Para solucionar este problema, se
puede aplicar un circuito de puente de Wheatstone. En ese caso, llegando a la
calibraciéon del puente entre las dos ramas, es decir, mediante el ajuste de un poten-
cibmetro en la rama del puente opuesta a la resistencia de la piel humana, de forma
que la diferencia de potencial sea cero o una determinada tension deseada [124]. Una
vez que el circuito se encuentra en ese estado, las perturbaciones de la diferencia de
potencial son el SCR, y el SCL puede obtenerse a partir de la calibracién del puente.
Aunque este método puede, de hecho, proporcionar una medida fiable y asegurar
un rango y una sensibilidad adecuados ajustando en tiempo de ejecucion algunas
de las resistencias (potenciémetro), no ha sido totalmente adoptado ni ampliamente
utilizado en la literatura. Para este trabajo de investigacion, se adopta un circuito
activo exosomatico de CC. Mas detalles se dan en el capitulo 6. Hay que tener en
cuenta que existen otras opciones para la adquisicion exosomatica de CC, como los
amplificadores acoplados a la CA y los circuitos de retroalimentacién, sin embargo,
ofrecen una mayor complejidad de los circuitos.

Desde el punto de vista del procesamiento de la senal, una de las primeras tareas
a realizar tras la adquisicion es aplicar un filtrado basico de paso bajo y separar
adecuadamente los componentes ténicos y fasicos (SCL y SCR). Ambos son igual
de importantes en lo que respecta al desentranamiento de la emocion, por lo que se

desea su conservacion a lo largo de la adquisicion analdgica y la manipulacion digital.
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Sin embargo, el componente fasico es el que contiene el ERSCR, que se traduce
en diferentes rafagas de EDA que se relacionan emocionalmente con los estimulos
externos y se caracterizan por diferentes métricas basadas en el nivel de excitacion
real evocado. Asi, la descomposicion ténica y fasica estd destinada principalmente a
la correcta identificacion y analisis de los ERSCRs. Noétese que el componente fasico
también puede presentar un Nonspecific Skin Conductance Response (NSSCR), que
se produce en ausencia de un estimulo elicitador identificable. Se pueden asumir
diferentes umbrales para la métrica de cada pico SCR detectado para determinar la
distincién entre ERSCRs y NSSCRs [125]. La figura 2-14 muestra un ejemplo de un
ERSCR y algunas de las métricas que pueden extraerse de él. Para este trabajo de
investigacion, a lo largo de los siguientes capitulos se ofrecen mas detalles sobre las

caracteristicas especificas extraidas.

Response Peak

Onset Offset

Stimulus

EDA (uS)

Latency Rise Time | Recovery Time

time

Figure 2-14: Un ejemplo ilustrativo de una ERSCR y algunas de las métricas que se
pueden extraer de ella (Stimulus - Estimulo, Latency - Latencia, Onset - Punto de
inicio, Rise Time - Tiempo de subida, Response Peak - Pico de respuesta, Recovery
time - Tiempo de recuperacion, Half Recovery - Mitad de recuperacion, Offset -
Punto de parada,).

Uno de los métodos mas sencillos para superar la descomposicion tonica y fasica
de la senial EDA es asumiendo una combinacién lineal de estas dos, tal y como da

la siguiente aproximacion:

EDAtotal ~ EDAtonic + EDAphasica (27)

donde EDA;uq es la senal filtrada, ED Ay es el componente de baja frecuencia
o la tendencia asociada al SCL, y EDAppsic €s la senal resultante que contiene
los diferentes SCR. Asi, restando la tendencia de la senal filtrada y aplicando una

técnica de trough to peak(basada en los picos), se pueden extraer todos los picos
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relevantes de la senal. Obsérvese que mediante dicha sustraccién se obtiene una
componente de la sefial pseudofasica. En concreto, se puede obtener ED A, apli-
cando un filtro FIR de paso bajo con una frecuencia de corte de 1,5Hz, que se
selecciona en base a que la informacién de EDA queda por debajo de ella [112].
Posteriormente, la obtencion de la E D Ay,,;. puede realizarse implementando un fil-
tro de mediana movil utilizando una ventana lo suficientemente amplia como para
capturar la tendencia por debajo de 0,05Hz [125]. Aunque esta técnica puede im-
plementarse de forma sencilla y no tiene un efecto negativo en el almacenamiento
ni en la limitacion de recursos, es sélo una aproximacién y se enfrenta a diferentes
problemas. Por un lado, el componente fasico resultante puede ser negativo, lo que
nunca deberia ocurrir desde una perspectiva fisiolégica. Por otro lado, este método
no tiene en cuenta ni trata el solapamiento de SCRs, lo que puede llevar a una
subestimacion de las diferentes amplitudes de pico de respuesta. Por lo tanto, este
método se recomienda como punto de partida. A lo largo de los tultimos anos han
aparecido en la literatura otros desarrollos acompanados de herramientas automa-
tizadas, como Ledalab [126], que recogen los diferentes algoritmos maés utilizados
para potenciar su aplicabilidad en la investigacion de EDA. Por encima de estos
algoritmos encontramos cvxEDA [127] y SparsEDA [128]. El primero esta motivado
por el método de deconvolucién introducido por Alexander et. al. [129], en el que
afirmaron que el Sudomotor Nerve Activity (SMNA) posee una constante de tiempo
mas corta que la propia senial EDA y produce rafagas (difusién de poros) que llegan
como eventos separados y discretos. Aplicaron una técnica de deconvolucién medi-
ante una funcién biexponencial que abordaba el problema del solapamiento de SCR.
Asi, considerando esa base y manejando el problema de la racionalidad negativa de
la componente fasica, cvxEDA utiliza una optimizacién convexa que esta restringida
por la sparsity y la no negatividad de la SMNA, que modifica la ecuacién 2.7 como
sigue:

EDAptar = IRF * (Driverionc + Driverypasic), (2.8)

donde TRF se identifica como la funcién biexponencial de respuesta al impulso
de Bateman, y los Drivers son la informacién procedente del SMNA. Este algo-
ritmo se ha aplicado con éxito a diferentes casos de investigacion de EDA. Sin

embargo, aunque la operaciéon de convolucién por si misma necesita pocos recursos
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computacionales, el procedimiento de optimizacion convexa necesita afinar diferentes
hiperparametros, lo que conlleva un tiempo computacional elevado. En cuanto al
algoritmo SparsEDA, que es uno de los ultimos métodos de descomposicion EDA
publicados recientemente en 2017, se basa en los trabajos de deconvoluciéon anteri-
ores, pero introdujo caracteristicas diferentes, como la aplicacién de la versiéon no
negativa de la contracciéon minima absoluta y el operador de seleccién mediante el
uso del algoritmo de regresion de angulo minimo que hacen que la deconvolucién sea
mas rapida, eficiente e interpretable que sus predecesores. A pesar de estas ventajas,
su aplicabilidad y rendimiento para segmentos pequenos (inferiores a 70 segundos)
sigue siendo objeto de debate. Asi, aunque estos dos algoritmos aportan diferentes
ventajas relacionadas principalmente con la interpretacion fisiologica de la EDA,
su aplicabilidad en dispositivos wearables con restricciones multimodales, como el
brazalete de Bindi, es una tarea dificil debido a los altos recursos computacionales
derivados de operaciones especificas, como la optimizacion convexa. Por lo tanto,
se necesitan alternativas que se sitien entre los métodos trough-to-peak y los con-
vexos. Por ejemplo, algunos autores [130,131] han utilizado un método Regularized
Least-Squares Detrending (RLSD) [132] en el que el componente ténico se aproxima

a un componente de tendencia aperiédica de baja frecuencia mediante

EDAtotal

EDA onic — 71 N 1T 1~ V0
! (I + ADID,)

(2.9)

donde ADI'D, es el término de regularizacion que sesga el SCL a una tendencia
suave, I es la matriz de identidad, y Dy es una aproximacion discreta del operador
de la 2% derivada. Obsérvese que cuanto mayor sea la A\, més suave serd la com-
ponente SCL. Una vez obtenida esta componente tonica aproximada, se aplica la
misma sustraccion a la senal EDA original para obtener la componente fasica. Para
este trabajo de investigacion se han utilizado todos los métodos revisados, aunque
solo se han incrustado los métodos trough-to-peak y RLSD. Mas detalles sobre los
resultados obtenidos se encuentran en el capitulo 5 y en el capitulo 6.

Como para cualquier senal fisioldgica, durante su adquisicion pueden observarse
artefactos de ruido debidos al movimiento, a transitorios rapidos e incluso a elec-
trodos sueltos. La figura 2-15 representa un ejemplo real de las diferentes fuentes

de ruido que pueden encontrarse en las mediciones. Esta imagen muestra la difer-
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encia entre los electrodos secos y los hiimedos, ya que estos tltimos se ven mas
afectados por el ruido debido a la inexistencia de Ag/AgCl que hace que la interfaz
piel-electrodo sea menos robusta y sea efectiva sélo a través del sudor. Hay que
tener en cuenta que este problema es especialmente relevante para el Bindi, ya que
se basa en electrodos secos. Para combatir este tipo de fuentes de ruido y mitigar
sus posibles efectos negativos durante el procesamiento de la EDA, se han aplicado
diferentes pasos de preprocesamiento, como los filtros de media mévil y de mediana.

En los capitulos 4.
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Figure 2-15: Diferencia entre los electrodos secos y himedos que miden en la parte
ventral sobre la parte derecha (hiimeda) e izquierda (seca) de la muneca. Obsérvese
que las unidades estan normalizadas pu S y que los electrodos hiimedos contienen
0,5% de sal de cloruro.

En cuanto a la relacion que tiene la EDA con la emocién de miedo, diferentes grupos
de investigacién estudiaron este aspecto [85,133]. Como se ha explicado anterior-
mente, los cambios observados en la senal EDA se pueden relacionar directamente
con la intensidad de la emocion, pero no con el tipo de la misma. De hecho, los

estudios que consideran inicamente esta senial se dirigen a la deteccion del estrés, a
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la cuantificacion del arousal o incluso a la evaluacion de la funcién simpética, pero
no a la identificacién de la emociéon. En resumen, la emocién de miedo no puede
detectarse utilizando tinicamente la informacién de la EDA. En cualquier caso, la
informacion extraida de esta senal puede proporcionar una excelente visién sobre los
cambios de la activacion simpatica. Por ejemplo, ante situaciones muy estresantes,
el SNS segrega diferentes hormonas catecolaminicas (adrenalina y noradrenalina)
que hacen que la senal EDA se caracterice por un aumento del SCL y un incremento
de las diferentes métricas que se extraen del SCR excepto la latencia que tiende a
disminuir. Obsérvese que en estas situaciones aumenta la transpiraciéon, que esta
directamente relacionada con la homeostasis y no con el proceso emocional. La in-
terpretacion de esta informacién en cuanto a su implicaciéon emocional en el caso de
las victimas de violencia de género es mas compleja debido a la posible sobrecarga
alostatica, que se refiere a los efectos acumulativos de las situaciones estresantes
de la vida diaria que experimentan los individuos y que pueden llegar a inhibir la
desconexién de la activacion simpética [134]. Aunque el tratamiento de este tltimo
hecho especifico esta fuera del alcance de este trabajo de investigacion, los detalles

y la base se dan en los capitulos 5 and 6.

2.5.3 Temperatura de la piel

La temperatura de la piel del cuerpo no es tan popular en comparacion con las dos
senales fisiologicas ya detalladas. Sin embargo, existen varios investigadores que se
ocupan de la identificacién emocional utilizando también esta informacién [26, 135,
136]. Los fundamentos fisiolégicos de esta senal estan fuertemente interrelacionados
con el flujo sanguineo y las respuestas electrodérmicas del cuerpo. De hecho, la
temperatura de la piel estd fuertemente relacionada con los cambios de vasomocion
por medio de las fibras simpaticas noradrenérgicas que regulan dicho proceso. Como
se ha dicho anteriormente, el ANS no sélo proporciona mecanismos para hacer frente
a los estimulos externos amenazantes, sino que también es el principal responsable de
los diferentes procesos de homeostasis. Concretamente, en el caso de la temperatura
corporal, el hipotdlamo es el principal controlador termorregulador [137]. En todo
el cuerpo tenemos diferentes receptores de temperatura que permiten al hipotdlamo
percibir y analizar continuamente la temperatura corporal. Una vez que esta parte

de nuestro cerebro recoge la informacion necesaria, las acciones posteriores varian en
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funcién de esa retroalimentacion negativa, como para cualquier sistema de control
fisiolégico. Asi, como en el caso de un termostato doméstico, a partir de un valor
normal preestablecido, se activaran las diferentes defensas termorreguladoras para
preservar, en el caso de nuestro cuerpo, 37 . Por ejemplo, debido a esas defensas,
la temperatura corporal no se desvia mas que unas décimas de grado del valor
preestablecido. Es maés, existe incluso un rango denominado interumbral, por encima
del cual no se activa ninguna accion termorreguladora, que se sabe que esta en torno
a los 0,2°C. En realidad, esas defensas termorreguladoras son las siguientes:

o La sudoracion y la vasodilatacion son las defensas que se desencadenan cuando
se produce una situacién de calentamiento.

e Por el contrario, la vasoconstriccion se desencadena para disminuir la pérdida
de calor, principalmente por la disminucion de la radiacién superficial de la
piel.

Por lo tanto, el proceso de termorregulaciéon autonémica opera de forma sincronizada
con otros sistemas fisiologicos de control de retroalimentacién negativa, como el flujo
sanguineo y el manejo auténomo electrodérmico. Ademads, hay que destacar que
existe una fuente interna de variabilidad de la temperatura marcada por cambios
fisicos, mentales y de comportamiento que siguen un ciclo diario conocido como
ritmo circadiano. La comprensién y el entendimiento de estos factores fisiologicos
son esenciales para evaluar y valorar adecuadamente la informacion que se desea
recoger.

Desde la perspectiva del procesamiento de senales, esta senial no presenta la misma
complejidad que las anteriores. Por el contrario, su informacién esta contenida
en frecuencias muy bajas, por debajo de 0,5Hz. Por lo tanto, el uso de un filtro
FIR ordinario es suficiente para obtener una sefial limpia. Después, la literatura
tiende a extraer de ella caracteristicas estandar, como la media, la mediana, la
desviacion estandar y otros estadisticos de alto orden. Ademas, su informaciéon de
frecuencia extraida se divide cominmente en diferentes bandas como cualquier otra
senal fisioldgica [12,138]. Sin embargo, asi como el procesamiento es uno de los
mas faciles entre las senales fisioldgicas, su integracion no lo es. Para implementar
un sensor de temperatura dentro de un dispositivo wearable restringido es necesario

tener en cuenta algunas consideraciones. Por ejemplo, los autores de [139] elaboraron
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una encuesta teniendo en cuenta 172 estudios desde 1960 hasta 2016, en la que
revisaron todos los factores que afectan a la medicion de la temperatura cuando se
trata de termometria de contacto. Concluyeron con una serie de recomendaciones y
compensaciones entre todos estos factores (interfaz piel-sensor, fijacién, proteccién
y sesgo ambiental, presién del sensor en la piel, etc.) que pueden afectar en gran
medida a la temperatura corporal de la piel que se va a medir. Estos requisitos
técnicos hacen que la integracion de los sensores de temperatura de la piel sea
una tarea dificil. De hecho, ningin dispositivo portatil disponible en el mercado
(tipo smartwatch) integra un sensor de temperatura de la piel del cuerpo. Existen
dispositivos wearables de grado de investigacion que integran sensores infrarrojos de
termopila, como el E4 de Empatica®? [140]. Sin embargo, actualmente estos tltimos
tienen un coste elevado, lo que hace que su integracion no sea tan sencilla como la
termometria de contacto.

En cuanto a la relacion entre la emocion del miedo y las variaciones de la temper-
atura corporal, diferentes estudios en la literatura se ocuparon de ello. Las primeras
investigaciones sobre este tema se encuentran en [141-143], en las que, aunque los ex-
perimentos se realizaron con diferentes procedimientos experimentales, coincidieron
en que la temperatura corporal disminuye bajo la elicitaciéon del miedo. Nétese que
en los tres estudios, los sensores de temperatura se colocaron en la palma de la mano.
Recientemente, las investigaciones que se centran en las variaciones de la temper-
atura corporal con respecto a las emociones se centran méas en el mapeo térmico
facial utilizando imagenes térmicas infrarrojas funcionales. Por ejemplo, los autores
de [135] utilizaron 60 imagenes de [58] y pidieron a veinticuatro estudiantes (19 mu-
jeres) que calificaran las imagenes basandose en las escalas SAM mientras median
la temperatura de la piel facial y la EDA. Observaron que el mayor descenso de la
temperatura se producia en las imagenes con mayor excitacion. Asi, afirmaron que
la regulacion auténoma del arousal se realiza en realidad mediante dos respuestas
cutaneas simpaticas, la térmica y la electrodérmica. Sin embargo, una de las prin-
cipales desventajas de la temperatura corporal de la piel en comparaciéon con otras
informaciones fisiologicas es la gran latencia de la senial. Esto supone una limitacion

a la hora de utilizar inicamente esta informaciéon para inferir el estado emocional.

2https://www.empatica.com/en-eu/research/ed/
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Por ello, su integracion solia ir acompafnada, es decir, compensada, de otras senales
fisiol6gicas, como EDA y BVP [133].

A pesar de estos patrones y caracteristicas termo-emocionales observados, hasta
donde yo sé, no existe ninguna investigacion que trate sobre las variaciones de la
temperatura de la piel del cuerpo en la muneca ni sobre su comportamiento ante
situaciones de violencia de género relacionadas con el miedo. Estos hechos son
esenciales para este trabajo de investigacion teniendo en cuenta la propuesta de
pulsera dentro del sistema Bindi, ya que el sensor de temperatura esta directamente
unido a la muneca debido al propio factor de forma. En los capitulos siguientes se

ofrecen mas detalles sobre los resultados obtenidos 5 y 6.

2.6 Conclusién

En este Capitulo, hemos proporcionado los fundamentos necesarios para plantear
un sistema de reconocimiento de emociones. Hay que tener en cuenta que los as-
pectos técnicos relacionados con el diseno especifico para el entrenamiento de dicho
sistema se proporcionan en el siguiente Capitulo.

Asi, se han revisado y detallado las diferentes teorias emocionales y técnicas de
clasificacién de emociones humanas. Especificamente y orientado al caso de uso
particular de esta investigaciéon, se propone un nuevo enfoque pragmatico para fu-
sionar las clasificaciones discretas y dimensionales de las emociones humanas hacia
la identificacion de la emocién miedo. Ademaés, se ofrece un andlisis exhaustivo de
los factores intrapersonales que afectan a la modulacién de la emocion, como los
rasgos personales, la atencién y el sesgo de género, para establecer futuras posibil-
idades de investigacion que se desarrollaran como una extension de este trabajo de
investigacion. Ademads, se presentan y comparan las diferentes herramientas de elic-
itacion de emociones utilizadas dentro de la comunidad de la computacion afectiva,
destacando la reciente inclusion de VR, que estd superando los experimentos de
elicitacion de emociones. Por otro lado, se han revisado y analizado las senales fisi-
ologicas de interés para este trabajo de investigaciéon, detallando su comportamiento
y caracteristicas y estudiando su relacién con la emociéon miedo. Noétese que la
comprension de dicha informacion fisiologica es esencial para cuantificar y distinguir

adecuadamente los diferentes patrones fisiologicos que son producto de una reaccion
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emocional.

Sobre esta base, podemos concluir que, aunque las emociones sentidas estan ses-
gadas por diferentes factores intrapersonales, la informacion fisiolégica puede ser
utilizada como una cuantificacién o medicién indirecta de dichos estados afectivos,
ya que estas senales son controladas por el ANS, junto con sus evaluaciones sub-
jetivas autoinformadas. En este contexto, la conjunciéon de diferentes senales fisi-
olégicas, mas que el uso de una sola de ellas, puede ser utilizada para dar lugar
a un sistema informético afectivo inteligente capaz de distinguir diferentes estados
afectivos. En la busqueda de un sistema de reconocimiento de emociones de este
tipo, que puede ser ampliado para su uso cotidiano, se destacan dos factores prin-
cipales que se consideran esenciales para el desarrollo de Bindi en este caso. En
primer lugar, la necesidad de tener en cuenta las dos clasificaciones de las emociones
humanas, la discreta y la dimensional, puede ser una ventaja para explicar las difer-
entes caracteristicas de las emociones. En segundo lugar, el andlisis de multiples
fuentes fisiolégicas de informacion en tiempo real es una tarea compleja ya que,
desde la perspectiva de los wearables, estan sometidas a diferentes fuentes de ruido
que afectan directamente a la calidad de las sefiales y, por tanto, a la inferencia del
reconocimiento de emociones. En los siguientes capitulos se ofrecen mas detalles
sobre la aplicacién de todos los aspectos detallados relativos a las clasificaciones de
las emociones humanas, las herramientas de elicitaciéon de emociones y el desen-

tranamiento fisiolégico y de las emociones.
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Capitulo

Bases de datos y aprendizaje automatico

para el reconocimiento de emociones

En este capitulo, por un lado, ofrecemos un analisis completo sobre la estructura y
los procedimientos experimentales utilizados para la generacion de bases de datos
diseniadas para el reconocimiento de emociones. Hay que tener en cuenta que, tal y
como se especifica en el capitulo 2, estas bases de datos son esenciales para recoger
las respuestas emocionales y entrenar los sistemas de reconocimiento de emociones.
Ademas, también se explica cada parte de la cadena completa de procesamiento de
datos para el sistema de computacion afectiva que utiliza dichas bases de datos. Hay
que tener en cuenta que la comprension del estado actual de la generacion de bases
de datos ha sido esencial para disenar adecuadamente la base de datos presentada
en este trabajo. Ademas, se realiza una revisién critica a lo largo de los diferentes
apartados, aportando recomendaciones sobre lo que se deberia considerar para la
generacién de una base de datos de reconocimiento de emociones y se explica lo
que finalmente se ha aplicado para la generacion de la nuestra, que se detalla en su
totalidad en el Capitulo 6.

Antes de entrar en detalles de cada una de las partes implicadas tanto en la gen-
eraciéon de la base de datos como en el disenio del sistema de computacion afectiva, se
muestra en la Figura 3-1 una representacion general de dichos elementos y acciones.
Como se indica en el capitulo 2, una base de datos para el entrenamiento de un sis-
tema de computacion afectiva se compone de los siguientes elementos principales 1)

estimulos, 2) senales fisicas y fisiolégicas, 3) etiquetas, y 4) voluntarios. El segundo
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emociones

y el tercer elemento se utilizaran para entrenar y validar el sistema de computaciéon

afectiva, mientras que el primero es necesario para provocar reacciones emocionales

en los voluntarios. En este contexto, el proceso de construcciéon de una base de datos

implica las siguientes tareas en relaciéon con estos elementos:

a) Antes de la generacién de la base de datos:

Se recolecta un pool de estimulos.

En caso de enfrentarse a un experimento de tiempo limitado, se aplican
diferentes métodos para reducir el nimero de estimulos del pool anterior.
El conjunto final de estimulos se organiza para ser utilizado durante la
generacion de la base de datos.

Los diferentes sensores se seleccionan validados para recoger toda la in-

formacion durante la elicitacién de la emocién.

b) Durante la generacién de la base de datos:

e Se recogen y almacenan las diferentes variables a medir durante la recep-

cién de los estimulos.

« Se recogen y almacenan los datos autodeclarados (etiquetas de emocién)

para identificar la informacién fisioldgica y fisica con respecto a los esti-

mulos especificos.

c) Después de la generacién de la base de datos:

o El filtrado y acondicionamiento digital se utiliza para limpiar las difer-

entes senales.

Se realiza un anélisis exploratorio de los datos para identificar anomalias
e incluso problemas fisicos o fisiologicos.

Extraccion de diferentes métricas sintéticas y/o caracteristicas de los
datos. A partir de ellos, se aplica la reduccién, seleccién y optimizacion.
En caso de estar bajo un caso de uso multimodal, se pueden abordar
diferentes alternativas hacia la fusién de datos.

Aplicacién de un proceso iterativo entre la propia arquitectura de fusion
de datos, el algoritmo de clasificacion y los procesos de ajuste fino de los
hiperparametros.

Liberacion del modelo con el mejor rendimiento.

Este capitulo esta estructurado de la siguiente manera. En la primera seccion, se
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Figure 3-1: Elementos, procesos y acciones comunes necesarios para la generacion
de una base de datos de reconocimiento de emociones (Volunteers - Voluntarios,
Sensors - Sensores, DB Fxperiment - Experimento de la BBDD, Raw Data - Datos
crudos, Self-Reported Annotations - Anotaciones reportadas, Stimuli Pool - Con-
junto de Estimulos, Stimuli Reduction/Selection - Seleccion/Reduccion de estimulos,
Physiological Data Processing - Procesamiento de los datos fisiologicos, Exploratory
Data Analysis - Andlisis exploratorio de los datos, Feature Engineering - Ingenieria
de los datos, Classification - Clasificacion, Performance assessment - Evaluacion
del desempeno, Data Fusion - Fusion de Datos, Hyperparameter Optimisation -
Optimizacion de hyperparametros, Fully trained operational model - modelo comple-
tamente entrenado).

explican y revisan uno a uno los elementos, procesos y acciones comunes necesar-
ios para la generacion de una base de datos de reconocimiento de emociones. La
siguiente seccién proporciona un resumen detallado de las diferentes bases de datos
multimodales de reconocimiento de emociones que estan disponibles en la literatura.
Esta Seccion también detalla como dichas bases de datos han abordado los diferentes
puntos explicados en la Secciéon anterior, asi como sus limitaciones y aplicabilidad
a nuestro caso de uso. En la tercera seccion, se destacan las diferencias entre las
configuraciones de laboratorio y de campo para la generacién de la base de datos.
Hay que tener en cuenta que, para este trabajo de investigacién, la tinica base de
datos presentada en este documento se basa en configuraciones de laboratorio. Sin
embargo, las conclusiones de esta tltima seccion pueden utilizarse para la generacion

de bases de datos sobre el terreno en un futuro préximo.
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Capitulo 3. Bases de datos y aprendizaje automéatico para el reconocimiento de
emociones

3.1 Metodologia general de las bases de datos

Los elementos y procesos que intervienen en la generacién de una base de datos
de reconocimiento de emociones se esquematizan en la Figura 3-1. En las siguientes
subsecciones se explican sus particularidades, ventajas e inconvenientes. Hay que
tener en cuenta que el resultado final es un modelo operacional completamente
entrenado, basado en procesos no en linea (offline) que se realizan después de la
generacion de la base de datos. Por lo tanto, en este capitulo no se aborda ninguna
optimizacién digital integrada para cada proceso. La integracion y la optimizacion
integradas para los dispositivos portatiles en tiempo real se detallan en el capitulo

5.

3.1.1 Seleccién y analisis de estimulos

La generacion de un conjunto de estimulos adecuados es la primera etapa para
cualquier base de datos centrada en el reconocimiento de emociones. Este paso
es esencial, ya que cuanto mejor estén preetiquetados los estimulos, mejor serd la
verdad de la investigaciéon del experimento. Esta tltima puede ser incluso una her-
ramienta util para ser comparada y analizada con las anotaciones de cada voluntario
dentro de la base de datos, como se detalla en la seccion 2.4. Asi, la situacion ideal
es que la metodologia de etiquetado fuera la misma durante la seleccion de los esti-
mulos y durante el experimento de la base de datos. Obsérvese que en este tipo de
experimentos, en realidad tenemos dos tipos de etiquetas (verdad absoluta o ground
truth), las que provienen de la seleccién de estimulos y las que provienen de las
valoraciones autoinformadas de los voluntarios.

En la literatura ya existe una amplia gama de opciones de bases de datos de
estimulos. Por ejemplo, en 1997 el Instituto Nacional de Salud Mental lanzé el
sistema internacional de imagenes afectivas como una base de datos que contenia
cientos de imagenes etiquetadas [58]. Este sistema ha crecido desde entonces, hasta
llegar a mas de 1000 imagenes etiquetadas, e incluso se ha adaptado a otras culturas,
como el espafiol [144]. Las etiquetas contenidas en esta base de datos se caracterizan
por la media y la desviacién estandar de las tres dimensiones del espacio PAD.
Aparte de los grupos de estimulos de imagen disponibles publicamente, también

se encuentran bases de datos basadas en video [12,138,145]. Independientemente
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del tipo de estimulo, el andlisis y la seleccién de estimulos son esenciales, ya que
algunas de estas bases de datos no son préacticas para ser aplicadas en su totalidad
(todos los estimulos) dentro de un experimento. Por lo tanto, se pueden observar
diferentes enfoques en la literatura para filtrar y seleccionar conjuntos mas pequenos
de estimulos. Algunos de ellos [138] utilizaron la llamada puntuaciéon de realce

emocional basada en el espacio PA y dada por
le|=Va®+1?, (3.1)

donde a y v son los valores de excitacion y valencia obtenidos de las etiquetas recogi-
das respectivamente. Asi, los estimulos con | e | més altos serdn los que proporcionen
una mayor intensidad emocional en términos de las dimensiones a y v. Obsérvese
que esta ecuacion puede ampliarse para que sea valida y aplicable a otras dimen-
siones. Las puntuaciones obtenidas para todos los estimulos pueden clasificarse para
seleccionar un grupo mas pequeno con los valores mas altos. Otros, como [12], re-
alizaron un experimento de preetiquetado en el que partian de un gran conjunto
de estimulos y pedian a la gente que etiquetara esos estimulos mediante un sistema
de anotacién afectiva en linea. Aseguraron un nimero minimo de etiquetas por
video, y finalmente seleccionaron las que obtuvieron el mayor grado de acuerdo. La
evolucion de este ultimo método incluye estadisticas de orden superior aplicadas a
los experimentos preetiquetados para evaluar el acuerdo entre diferentes anotadores.
Por ejemplo, los autores de [145] calcularon las distancias de Jaccard para cada par
de anotadores y calcularon la desviacién media absoluta de la distribucion de distan-
cias acumuladas para, finalmente, considerar como valores atipicos aquellos que se
desviaban mas de un umbral especifico. No obstante, uno de los pasos seguidos junto
con la seleccién de estimulos es la evaluacion del equilibrio de los estimulos. Este
proceso asegura que los estimulos seleccionados se distribuyen de forma equitativa
a lo largo de todas las diferentes emociones que hay que detectar o clasificar. Por
ejemplo, un enfoque comun es tratar con el modelo PA, s6lo en aras de la simplici-
dad en comparacion con el modelo PAD, y normalizar las calificaciones utilizando la
media y la desviacién estandar (u/c), para luego trazar la excitacién normalizada
frente a la valencia normalizada y proceder a evaluar el estado de equilibrio de los

estimulos.

59 Jose A. Miranda, Tesis Doctoral



Capitulo 3. Bases de datos y aprendizaje automéatico para el reconocimiento de
emociones

En realidad, este paso esta muy condicionado por el objetivo de la experimentacién.
La mayoria de las bases de datos de estimulos disponibles para el reconocimiento
de emociones estan pensadas y disenadas desde una perspectiva emocional general,
es decir, con el objetivo de identificar emociones en general sin dirigirse a modelos
emocionales binarios especializados. Incluso los procedimientos preetiquetados sue-
len ser realizados por el publico en general, sin tener en cuenta ninguna evaluaciéon
de expertos. Este enfoque es totalmente comprensible desde una perspectiva de
uso general y masivo, sin embargo, para trabajos de investigacion como el que se
aborda en este documento puede no ser adecuado. Teniendo en cuenta que el obje-
tivo principal de este trabajo de investigacion se basa en la generacién de sistemas
de computacion afectiva para la deteccion del miedo en situaciones de violencia de
género, la seleccién de los estimulos debe hacerse con especial cuidado y tales bases
de datos pueden no ser adecuadas para cumplir con los requisitos en términos de
elicitacion de emociones especificas. En el capitulo 6 se ofrecen detalles mas especi-
ficos sobre como hemos abordado la seleccién y el andlisis de los estimulos para la

generaciéon de nuestra base de datos.

3.1.2 Procesamiento y adquisicion de los sensores

Durante el experimento de cualquier base de datos, diferentes sensores estan adquiriendo
seniales fisioldgicas y/o fisicas del voluntario mientras se le aplican estimulos. Estos
sistemas sensoriales deben disenarse adecuadamente teniendo en cuenta los sigu-
ientes aspectos:

o Como la generacion de una base de datos no es mas que una enorme recoleccion
de datos para luego crear sistemas inteligentes a partir de ella, se recomienda
tener frecuencias de muestreo relativamente altas. Esto permite experimentar
con cualquier frecuencia de muestreo mas baja en la etapa de entrenamiento
para observar coémo eso limita y afecta a los diferentes modelos de clasificacion.

o Independientemente de la frecuencia de muestreo, hay que garantizar la sin-
cronizacion entre los diferentes sensores durante el experimento. Sin embargo,
para aliviar este proceso, otra opcion es almacenar las marcas de tiempo glob-
ales de cada uno de los datos de los sensores recibidos para asegurar aiin mas
que corresponden a la misma franja horaria del experimento.

e Se recomienda el uso de un conjunto de herramientas de detecciéon homologado
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o estandar, que se utilizara como sistema de mediciéon dorado. Esto permitira
la comparacion posterior con otras bases de datos, asi como la deteccion de
fallos en el sistema de sensores propuesto.

o Los sensores deben estar ubicados preferentemente en la mejor posicion de
medicion, lo mas cerca posible de la ubicacién final del cuerpo y, en caso
de que se prevea una posterior integracion vestible del sistema informatico
afectivo resultante, donde se haya previsto.

Estos factores son recomendaciones basadas en el estado del arte [26] y en los
conocimientos recogidos a lo largo del desarrollo de este trabajo de investigacion.

En cuanto al procesamiento de los datos, la primera tarea es aplicar un filtrado
basico mediante el uso de filtros digitales de paso de banda baja y alta. Para las
senales que poseen una alta sensibilidad al ruido, como PPG, se pueden aplicar
procedimientos Signal Quality Assessment (SQA) especificos y algoritmos MAR
[146, 147]. Lo mismo se aplica a las senales que necesitan algoritmos especiales
de separacién de componentes, como EDA, como se explica en la seccién 2-14. En
el capitulo 2-14 se ofrecen mas detalles sobre las diferentes técnicas y algoritmos
disefiados y aplicados en este trabajo. Notese que hoy en dia ya existen en la liter-
atura herramientas de libre acceso disenadas para el procesamiento fisiologico. Por
ejemplo, Soleymani et. al. en [148] disené una caja de herramientas abierta para
el procesamiento de un conjunto completo de senales fisiologicas y la extracciéon de
caracteristicas relacionadas con las emociones. Ademas, se han encontrado difer-
entes cajas de herramientas de procesamiento de senales fisiologicas, especializadas
en una sola senal fisiolégica, [149,150]. Sin embargo, estas cajas de herramientas
estan pensadas y orientadas a un proceso de disefio de sistemas basado en PC o
fuera de linea, dejando de lado las limitaciones de los wearables integrados.

Junto con el procesamiento de datos, también se aplica la segmentacion de datos
sobre las diferentes senales. De hecho, la mayoria de los sistemas de reconocimiento
de emociones en la literatura utilizan ventanas de procesamiento segmentadas para
tratar y analizar los datos fisiologicos adquiridos. A la hora de abordar la seg-
mentacién de los datos, hay que tener en cuenta aspectos relacionados con las ven-
tanas, como su resolucién temporal y de frecuencia y la latencia emocional. Por un

lado, la resolucion temporal tiene una relacion directa con la resolucion de frecuencia.
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Esto se debe a que es necesario garantizar una resolucién de frecuencia especifica
para extraer informacién emocional 1til para algunos rasgos fisiologicos [8]. Por
otro lado, la latencia emocional esta relacionada con el hecho de que una persona
no experimenta la misma respuesta fisiologica (emocién) durante toda la recep-
cién de un estimulo [151,152]. Este ultimo aspecto puede afectar definitivamente al
rendimiento del sistema, ya que esta relacionado con el posible etiquetado incorrecto

de las muestras.

3.1.3 Analisis exploratorio de los datos

Una vez que las senales han pasado por todo el procesamiento de datos necesario,
se recomienda realizar un analisis exploratorio de los datos. Este proceso puede re-
alizarse utilizando los datos filtrados y/o las caracteristicas extraidas. Este proceso
puede proporcionar una vision excelente de lo que realmente, a primera vista, esta
ocurriendo durante el experimento. Ademas, también puede dar una idea de los ca-
sos en los que el sensor esta funcionando mal y las etapas de filtrado o procesamiento
no pudieron solucionarlo. Este tipo de andlisis exploratorio de datos nos permite
determinar algunos de los comportamientos fisiologicos durante las diferentes etapas
de los experimentos y llevar a cabo acciones especificas para tratar algunos proble-
mas, como que la recuperacion fisioldgica no funcione como se esperaba o alargar los
estimulos ya que la latencia emocional estaba afectando a algunas de las respuestas
fisiolégicas. En el capitulo 6.

Las diferentes bases de datos de reconocimiento de emociones disponibles ptubli-
camente no informan de este analisis exploratorio de datos, los trabajos publicados
se centran en la generaciéon de la base de datos (el proceso de recogida de datos).
El analisis exploratorio de datos es una tarea que requiere mucho tiempo, pero el
efecto fisiologico del experimento es muy 1til desde el punto de vista de la deteccion
de emociones. Por ello, otras investigaciones han realizado este analisis tras la pub-
licacién de las diferentes bases de datos. Por ejemplo, los autores de [153] utilizaron
una de las bases de datos ptblicas abiertas en la literatura [138], siete afios después
de su lanzamiento, y concluyeron que las emociones inducidas eran mas fuertes en
la parte final de los estimulos, basdndose en un andlisis exploratorio de datos sobre
los datos fisiologicos filtrados. Esa conclusion les llevo a entrenar su sistema prop-

uesto utilizando sélo los tltimos 20 segundos de cada estimulo. Asi, estas y otras
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consideraciones técnicas resultaron en un aumento significativo de la precisiéon de
la tasa de reconocimiento de emociones en comparacién con las técnicas de clasifi-
cacion de emociones existentes en el estado del arte. Sin embargo, a pesar de las
ventajas que este proceso puede aportar en relacion con la eficacia de los sistemas de
computacién afectiva generados, implica una cantidad considerable de tiempo, asi
como la necesidad de un buen conocimiento de las senales fisiologicas. Esta tltima
consideracion es, en realidad, el factor mas desafiante, ya que los diferentes patrones
fisiologicos pueden variar en gran medida entre sujetos y sesiones experimentales.
De hecho, las recientes revisiones de reconocimiento de emociones en la literatura ni

siquiera abordan nada relacionado con este tema [26,49,133,154, 155].

3.1.4 Ingenieria de caracteristicas

La ingenieria de caracteristicas implica la utilizacién de diferentes mecanismos para
mejorar el rendimiento del modelo de reconocimiento de emociones. Obsérvese que
solo se aplica a las estrategias de aprendizaje automatico convencionales y a las
estrategias de aprendizaje profundo en las que las entradas son las caracteristicas
extraidas. Por lo tanto, hay que hacer una distincién esencial antes de entrar en de-
talles sobre la ingenieria de caracteristicas. Por un lado, el aprendizaje automatico
convencional y el aprendizaje profundo que utiliza la extraccion de caracteristicas re-
quieren técnicas de extraccion ad hoc, asi como la optimizaciéon, Figura 3-2. Por otro
lado, existen métodos de aprendizaje profundo que no necesitan una etapa de ex-
traccion de caracteristicas, ya que pueden aprender patrones y principios inherentes
directamente de los datos procesados para extraer caracteristicas ya optimizadas
automaticamente. Estos ultimos métodos se conocen como soluciones end-to-end,
y parecen ser muy prometedores para el reconocimiento de emociones en problemas
fisiol6gicos y multimodales [156-158]. Sin embargo, las metodologias de aprendizaje
profundo, ya sea que dependan de caracteristicas elaboradas a mano o aprendidas,
siguen requiriendo una cantidad considerable de recursos. Por ejemplo, TensorFlow
Lite, que es hoy en dia uno de los marcos de aprendizaje automatico de codigo
abierto mas utilizados para dispositivos de baja potencia y muy restringidos, puede
desplegar modelos de aprendizaje profundo con un tamaiio de 300 KB a 1 MB!.

Desafortunadamente, cuando se considera el diseno de dispositivos wearables de ul-

Thttps://www.tensorflow.org/lite/guide (consultado: 01/03/2022)
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tra bajo consumo utilizando la tecnologia actual de System on Chip (SoC), estos
tamanos de memoria pueden perjudicar otras tareas criticas que se deben realizar
dentro de dichos dispositivos. Sin embargo, cabe mencionar que se esta aplicando
un enorme esfuerzo para potenciar el aprendizaje profundo en los sistemas de com-
putaciéon de borde, como la fundaciéon TinyML ? o la tecnologia optimizada de
potencia subumbral ? de Ambiq Micro Inc. Asi, para este trabajo de investigacion,
nos centramos en la arquitectura de aprendizaje automéatico convencional, dejando
el aprendizaje profundo embebido y/o los sistemas profundos de extremo a extremo
para futuras investigaciones. En las siguientes subsecciones se discuten los diferentes
procesos que se pueden realizar para la estrategia de ingenieria de caracteristicas.
Notese que estos se llevan a cabo una sola vez durante el entrenamiento del sistema,

posterior a la generacién de la base de datos, pero antes del despliegue del sistema.

Wrapper techniques ™

\

Feature
Extraction

Feature
Selection

Learning
Algorithm

Performance

Dimensionality
Reduction

Figure 3-2: Procesos convencionales de ingenieria de rasgos para la seleccion super-
visada de rasgos.

3.1.4.1 Extraccién de caracteristicas
La primera tarea dentro del proceso de ingenieria de caracteristicas es la extraccion
de métricas sintéticas a partir de los datos filtrados previamente. Independiente-
mente de la gran cantidad de técnicas de extraccion de caracteristicas que se pueden
encontrar en la literatura para el reconocimiento de emociones [26,49,154], pueden

ser divididas en tres categorias:

e Dominio temporal. Estas caracteristicas poseen la menor complejidad com-
putacional entre los diferentes tipos de técnicas de extraccién de caracteris-
ticas. Obsérvese que la mayoria de las caracteristicas del dominio temporal

pueden implementarse de forma lineal (O(n)). En concreto, proporcionan

Zhttps:/ /www.tinyml.org/ (Consultado: 01/03/2022)
3https://ambiq.com/ (Consultado: 01/03/2022)
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informacion sobre los aspectos estacionarios y lineales de la serie temporal
analizada. La mayoria de ellos se extraen mediante calculos estadisticos de
orden superior. Una de las mayores desventajas de estas caracteristicas es la
incapacidad de captar el comportamiento fisiolégico no estacionario.
Dominio de la frecuencia. El objetivo de estas caracteristicas es obtener la
PSD en bandas de frecuencia especificas para las diferentes sefiales fisiologi-
cas. El método habitual para obtener la PSD se basa en la Discrete Fourier
Transform (DFT) utilizando el algoritmo Fast Fourier Transform (FFT). En
este caso concreto, la complejidad temporal suele ser de hasta O(nlogn) en
comparacion con las caracteristicas temporales. Ademas, tratar el dominio de
la frecuencia es sinénimo del problema de la resolucién de la frecuencia tem-
poral. Este altimo hecho es de especial relevancia en el caso de la informacion
fisiologica, ya que algunas de ellas son senales que cambian lentamente, como
la EDA, que se sabe que tiene respuestas que varian en el tiempo de 1 a 30 s en
funcion del tipo de estimulo [119]. Ademés de este problema, existe informa-
cion fisioldgica que es una senal muestreada de forma desigual o no uniforme, lo
que hace imposible la aplicacion del algoritmo FFT. Este problema se aborda
en la literatura empleando diferentes técnicas como la interpolaciéon previa o
el periodograma de Lomb-Scargle [159]. Por lo tanto, aunque el contenido fre-
cuencial ha demostrado ser una medida fiable para rastrear las emociones, hay
que tener en cuenta diferentes compensaciones en cuanto a la optimizacion de
estas técnicas, asi como las necesidades de resolucién de la frecuencia (tamano
de almacenamiento de la ventana temporal y capacidad de procesamiento).
Métodos no lineales. Para desentranar las propiedades dinamicas y no esta-
cionarias de las senales fisiologicas, se utilizan diferentes métodos. Hay que
tener en cuenta que este tipo de caracteristicas también se denominan car-
acteristicas caoticas. De hecho, los trabajos que han contemplado, utilizado
e incluso comparado las caracteristicas no lineales frente a las temporales o
frecuenciales han obtenido una mejora considerable del rendimiento en su ob-
jetivo especifico de reconocimiento de emociones [160,161]. Ademads, en los
ultimos anos, la aplicabilidad del aprendizaje profundo a los problemas de re-

conocimiento de emociones ha aumentado debido a los prometedores resultados
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obtenidos [153,162,163], lo que es un indicativo del componente emocional no
lineal fisiologico también. Dentro de este contexto y en consonancia con la im-
portancia no lineal, diferentes estudios y revisiones recogieron y analizaron el
comportamiento fisiol6gico no lineal [91,92], como se sefiala en la seccion 2.5.
La principal y mayor desventaja de estas técnicas es la complejidad temporal
que tienen, ya que puede ser de hasta O(n?).
La mayoria de los sistemas de reconocimiento de emociones basados en senales fisi-
olégicas y que utilizan etiquetas emocionales bien conocidas se basan en la extraccion
convencional de caracteristicas temporales y de frecuencia. Por lo tanto, la combi-
nacién de los tres dominios (temporal, de frecuencia y no lineal) deberia ampliarse
en la literatura. Este enfoque podria aprovecharse para comprender mejor las varia-
ciones fisiologicas y los cambios relativos a las métricas autodeclaradas que se uti-
lizan como etiquetas en este tipo de sistemas. Hay que senalar que, la categorizacion
proporcionada por este trabajo de investigacién se basa en las diferentes revisiones
comentadas en la literatura. Sin embargo, puede haber técnicas de extracciéon de
caracteristicas mas especificas o incluso nombres diferentes para las categorias prop-
uestas. Por ejemplo, las caracteristicas morfoldgicas [164], siendo aquellas que se re-
fieren a propiedades especificas de la senal fisiolégica (amplitudes, tiempos, ntimero
de picos, etc.), solian emplearse también indistintamente a las técnicas de dominio
temporal. En el caso de este trabajo de investigacién, hemos elaborado un compen-
dio de las caracteristicas mas relevantes y exitosas considerando las tres categorias
revisadas. En el capitulo 4 se ofrecen mas detalles sobre su aplicacion especifica.
Una vez que se han extraido con éxito las caracteristicas, es el momento de opti-
mizarlas. Esta optimizacién puede realizarse mediante la seleccién y/o la reduccién
de caracteristicas [165]. La primera se basa en identificar las caracteristicas més
relevantes y crear nuevos subconjuntos de caracteristicas con ellas, mientras que la
segunda se ocupa de la reduccién de la dimensionalidad del problema mediante dis-
tintos tipos de transformacion de bases. Obsérvese que el proceso de transformacion
de bases se refiere a la conversion de las caracteristicas extraidas de alta dimension,
es decir, de alto niimero de caracteristicas, en un espacio de baja dimensiéon con
una pérdida minima de informacién. Ambos métodos de optimizacién de carac-

teristicas son esenciales para simplificar el modelo (menos almacenamiento, mejor
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visualizacién, reduccién de datos, la navaja de Occam), para evitar la maldiciéon de

la dimensionalidad y para reducir el tiempo de entrenamiento.

3.1.4.2 Seleccién de caracteristicas

Para el procedimiento de seleccion de caracteristicas, diferenciamos tres técnicas
comunes, que se esquematizan en la Figura 3-2 y se aplican para el reconocimiento
de emociones segun la relacién con los métodos de aprendizaje [166]. En primer lu-
gar, podemos encontrar las técnicas mas sencillas conocidas como métodos de filtro.
Estos se basan en métricas estadisticas generales, como la correlacién con la vari-
able dependiente, mediante las cuales se clasifican las diferentes caracteristicas para
seleccionar posteriormente el nuevo subconjunto. Aunque poseen la menor com-
plejidad computacional, son mas propensos a fallar en la seleccion de las mejores
caracteristicas, ya que no se considera ni la interaccion entre ellas ni el efecto del
nuevo subconjunto en el rendimiento del clasificador. En segundo lugar, para evitar
los problemas de los métodos de filtrado, encontramos los métodos de envoltura.
Estos utilizan el clasificador para verificar el efecto del rendimiento de los nuevos
subconjuntos generados de forma iterativa. Dos de los métodos envolventes mas
conocidos y utilizados son Sequential Forward Selection (SFS) y Sequential Back-
ward Elimination (SBE). En concreto, el primero se inicializa con un subconjunto
vacio de caracteristicas y comienza a combinarlas hasta que no se observa ninguna
mejora, mientras que el segundo realiza la misma operacién al revés, comenzando
con todas las caracteristicas y elimindndolas una a una. Se sabe que los métodos
de envoltura proporcionan un mejor rendimiento a costa de: (1) altas necesidades
de calculo cuando el nimero de caracteristicas es relativamente alto, y (2) riesgo
de sobreajuste cuando el niimero de muestras de entrada es relativamente bajo.
Ademas, estan fuertemente condicionados al tipo de clasificador utilizado durante
las diferentes iteraciones de envoltura. Por ultimo, el tercer tipo de estos métodos
se conoce como métodos integrados. Se crearon para hacer frente a los diferentes
inconvenientes de las dos técnicas anteriores y mantener sus ventajas. En este caso,
el mecanismo de selecciéon de caracteristicas esta integrado en el nticleo del algoritmo
de clasificacion y aprovecha su seleccién de caracteristicas y su clasificacién al mismo
tiempo. Esto proporciona una complejidad computacional y una velocidad incluso

comparada con las técnicas de filtro y siendo mucho menos propensa al sobreajuste.
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Notese que las técnicas comentadas utilizan las etiquetas o la variable objetivo, lo
que se conoce como seleccion de caracteristicas supervisada. Sin embargo, también
hay métodos que no necesitan la variable objetivo, como las técnicas basadas en
la correlacion. Estas tultimas técnicas pueden proporcionar informacién sobre la
relacién entre las diferentes caracteristicas para descartar ain mas la informacion

redundante.

3.1.4.3 Reduccion de dimensionalidad

Como ya se ha comentado, otra posibilidad para optimizar el espacio de carac-
teristicas es aplicar la reduccién de caracteristicas. Este método se basa en una
transformacién no supervisada de las caracteristicas extraidas en un espacio de car-
acteristicas completamente nuevo. Por ejemplo, una de las técnicas mas comunes
es Principal Component Analysis (PCA), en la que cada nueva caracteristica se
obtiene mediante una combinacién lineal de las caracteristicas originales. En con-
creto, PCA calcula las matrices de covarianza de las caracteristicas originales para
luego extraer sus vectores propios y cada valor propio correspondiente. A contin-
uacion, los vectores propios se clasifican por los valores propios en orden descendente
(de mas a menos informacién transportada) y sélo se guardan los de interés. Di-
chos eigenvectores almacenados se juntan dando lugar a la matriz de proyeccion,
que se utilizard para la proyeccion de los datos originales. Una de las principales
desventajas es que PCA puede producir que las variables independientes sean menos
interpretables, ya que las caracteristicas originales se convierten en componentes
principales. Este método ha sido ampliamente utilizado para la reduccion de car-
acteristicas en el reconocimiento de la emocién y otros problemas de aprendizaje
automatico [155,167,168]. Notese que, ademas de PCA, existe una gran variedad
de métodos en la literatura en cuanto a la reduccion de caracteristicas, como el t-
Distributed stochastic neighbour embedding, el analisis discriminante generalizado,
o el andlisis de componentes independientes [169].

Teniendo en cuenta que la busqueda del subconjunto ideal de caracteristicas, ya sea
por selecciéon o por reduccién, es un problema NP-hard, la tinica forma de obtener
una soluciéon 6ptima es realizando una busqueda exhaustiva dentro del espacio de la
solucién o dentro de la aplicacién de diferentes técnicas de reduccion de caracteris-

ticas. Sin embargo, incluso considerando que este proceso puede realizarse durante
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el entrenamiento del sistema sin implicar ninguna restriccion digital incorporada, se
trata de una tarea dificil. Ademas, la gran variedad de técnicas y la investigacion
activa en este campo introducen atin mas complejidad al problema. Por lo tanto,
la propuesta, el desarrollo y/o la implementacién de nuevas técnicas de reduccién
de la dimensionalidad estan fuera del alcance de este documento. En su lugar, a lo
largo del desarrollo de este trabajo de investigacion, se han aplicado diferentes méto-
dos de seleccién de caracteristicas comtinmente utilizados para nuestro caso de uso

especifico. En los capitulos 4 y 6 se ofrecen mas detalles sobre su implementacion.

3.1.5 Optimizaciéon de Hyperparametros

El término hiperparametro se refiere a los valores que intervienen en el proceso de
aprendizaje de los distintos algoritmos de aprendizaje automatico y que no pueden
estimarse a partir de los datos. Cuando se trata de aprendizaje automéatico con-
vencional, el proceso de ajuste de hiperparametros puede mejorar mucho el modelo
de clasificacién durante el entrenamiento. Sin embargo, en cuanto a la seleccién de
caracteristicas, este proceso también es un problema de dificultad NP, ya que los
hiperparametros perfectos se obtienen después de haber verificado todas las combi-
naciones diferentes y posibles. Para simplificar, imaginemos un problema de aproxi-
macién por minimos cuadrados (un problema de regresién lineal), en el que el ajuste

del modelo se evaliia mediante el residuo de cada punto dado por

T‘:y—f(ﬁ), (32)

donde r es el residuo obtenido para la muestra observada y al considerar el modelo
definido por f(z). Suponiendo que la aproximacién del modelo es una linea recta,

la ecuacién anterior resulta en

r=y— (b+mz), (3.3)

donde b es la intercepcion con la variable dependiente y m es la pendiente del modelo
de linea recta. De hecho, estos son los parametros del modelo que afectan direc-
tamente al ajuste de los puntos de datos observados. Sin embargo, para encontrar

el ajuste 6ptimo, hay que evaluar una funcién de pérdida para todas las combina-
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ciones posibles. Por ejemplo, las técnicas de minimos cuadrados utilizan funciones
de pérdida cuadréticas para minimizar los residuos. Dado que la ejecucion de todas
las combinaciones posibles es una tarea que consume mucho tiempo, en la liter-
atura se utilizan diferentes técnicas para optimizar esta bisqueda y proporcionar
una maquina bien optimizada, es decir, el algoritmo [170]. Uno de los métodos més
sencillos para hacerlo es establecer un niimero maximo de iteraciones para verificar
dicha funcién de pérdida en funcién de un tamano de paso especifico o una tasa
de aprendizaje mientras se avanza hacia el minimo de dicha funcién de pérdida.
Estos ultimos valores se fijan antes de ejecutar el modelo y son externos a él, iden-
tificandose como hiperparametros. Aunque hay muchas técnicas de optimizacion de
hiperparametros, hemos revisado tres de ellas: la busqueda

e Bisqueda en cuadricula. Esta técnica se basa en una cuadricula predefinida de
combinaciones de hiperparametros, es decir, un espacio preestablecido de posi-
bles combinaciones, que se ejecutan y prueban secuencialmente. Este método
suele ser muy exhaustivo, pero al mismo tiempo consume mucho tiempo. Por
ejemplo, si tomamos tres hiperpardametros y comprobamos 50 valores para
cada uno, eso da como resultado un total de 125.000 combinaciones a probar.
Por lo tanto, la busqueda en cuadricula se puede utilizar para una primera
aproximaciéon al problema, sabiendo que no va a ser ni la mejor ni la mas
barata en términos de consumo de recursos y tiempo [171].

o Bisqueda aleatoria. Esta técnica sigue el mismo concepto que la busqueda en
cuadricula, es decir, se realiza una busqueda sobre un espacio preestablecido
de combinaciones posibles. Sin embargo, en lugar de evaluar esas combina-
ciones secuencialmente, la técnica utiliza combinaciones aleatorias dentro de
dicho espacio. La cantidad de iteraciones esta limitada explicitamente por el
diseniador. En general, se ha demostrado que este método proporciona mejores
modelos en la mayoria de los casos y requiere menos tiempo de célculo [172].

o Optimizacion bayesiana. Uno de los puntos débiles de las dos técnicas anteri-
ores es que la evaluacién de nuevos puntos o combinaciones de hiperparametros
dentro de la malla no considera ninguna informaciéon sobre la evolucion de la
puntuacion a lo largo del proceso de optimizacién. Asi, el ajuste bayesiano de

hiperparametros se conoce como una técnica Sequential Model-Based Optimi-
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sation (SMBO) que utiliza el conocimiento de las iteraciones anteriores para
concentrarse en las mejores puntuaciones de pérdida de la funcion, es decir,
se basa en un modelo probabilistico gaussiano continuamente actualizado que
permite elegir la siguiente combinacién de hiperparametros de forma informada
para potenciar la evaluacion de valores mas prometedores [173].

Sobre el uso especifico de estas técnicas para este trabajo de investigacion se ofrecen

mas detalles sobre el uso de las mismas en los capitulos 4 y 6.

3.1.6 Fusion de datos

El caracter interdisciplinario de los problemas de la informética afectiva, cuyo obje-
tivo es el reconocimiento de las emociones, junto con los avances tecnologicos abren
un sinfin de posibilidades en cuanto a la observacion de las modalidades. Obsérvese
que el término modalidad se refiere a la adquisicién de datos multisensorial, en la
que cada sensor esta destinado a captar datos de fuentes de informacién totalmente
diferentes (por ejemplo, auditiva, fisiolégica, textual, visual). Por ejemplo, nuestro
cerebro ya trabaja sobre la base de informacién multisensorial y toma decisiones
basadas en la fusion de datos. De hecho, los autores de [174] realizaron una re-
vision detallada y exhaustiva de los experimentos multimodales en la literatura en
comparacion con los uni-modales. A través de esa revisién, confirmaron que los
sistemas multimodales superan a los unimodales. Ademaés, también senalan que las
técnicas de aprendizaje profundo estan ganando terreno al aprendizaje automaético
convencional mediante el uso de modelos de aprendizaje profundo de extremo a ex-
tremo, que no necesitan los pasos de extraccién de caracteristicas, ya que pueden
alimentarse directamente utilizando los datos en bruto [158].

Dentro de este contexto, podemos categorizar a Bindi como un sistema multimodal,
en el que tenemos dos modalidades diferentes: fisiologica y de audio. Estas pueden
fusionarse empleando diferentes metodologias de fusiéon de datos, que se describen
a continuacion:

e Fusion temprana. Este método se basa en realizar o aplicar la tarea de fusion
en la fase inicial del problema, es decir, utilizando los datos o incluso las carac-
teristicas. Lo primero puede hacerse eliminando la informacién correlacionada
entre modalidades, mientras que lo segundo fusiona las diferentes caracteris-

ticas (de diferentes modalidades) en un solo vector de caracteristicas. Por
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ejemplo, la figura 3-3 representa un posible ejemplo de fusiéon temprana, en
el que la extraccién de caracteristicas se aplica de forma independiente sobre
ambas modalidades y el vector de caracteristicas resultante es solo la concate-
naciéon de las mismas. Este tultimo proceso es uno de los métodos mas rapidos
para fusionar caracteristicas, sin embargo, puede realizarse aplicando otras
técnicas como la adiciéon por puntos. Una de las principales ventajas de este
método de fusion es que soélo es necesario entrenar un modelo de clasificacion.
o Fusién tardia de elementos. En este caso, las fuentes de informacién siguen
caminos totalmente independientes, que incluso pueden no tener los mismos
componentes o procesos, hasta dar una salida de clasificaciéon por modelos de
clasificacion diferentes e independientes segin la modalidad. La figura 3-3
representa un posible ejemplo de fusién tardia, en el que ambas modalidades
tienen modelos de clasificacion independientes y la salida de los mismos se fu-
siona. Tanto si el modelo proporciona una etiqueta blanda (cualquier métrica
de salida que proporcione informacion sobre la probabilidad predicha de perte-
nencia a una clase, por ejemplo, un 50% de probabilidad de pertenencia a la
clase positiva) como una etiqueta dura (clase predicha sin ninguna informa-
cién de probabilidad, por ejemplo, etiqueta "1" y "0" para la clase positiva y
negativa), pueden utilizarse diferentes técnicas para realizar dicha fusién de
datos. Por ejemplo, una de las técnicas mas comunes es la realizacion de un

esquema de ponderacién [155] dado por

c=arg max{ 11 R»(X|C’m)am}, (3.4)

m=1

donde M es la cantidad total de modalidades, X es la entrada de datos,
P,(X|C,,) es la probabilidad de que X pertenezca a la clase ¢ y la propor-
cione el clasificador de una modalidad especifica C,,. Los diferentes pesos
para cada modalidad «,, se determinan durante la etapa de entrenamiento y
solo necesitan satisfacer ¥Y_, a,,, = 1. La principal ventaja de la fusién tardia
es el disenio ad-hoc que se puede realizar para las diferentes modalidades de
forma independiente, sin embargo, ese hecho también conduce a la necesidad

de mas de un clasificador.
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o Fusién intermedia. Esta fusién de datos implica la transformacion de las car-
acteristicas extraidas en una nueva representacion de los datos originales, es
decir, el cambio de base. Se suele aplicar sobre todo cuando se trata de mode-
los de aprendizaje profundo, en los que la fusién de datos puede producirse en
cualquier parte de las capas internas de la red neuronal. Esta fusién es mas
flexible en comparacion con las otras dos, en las que la informacién se fusiona
tanto al principio como al final. Sin embargo, hay muy pocos ejemplos de esta
técnica en la literatura, al contrario que la anterior.
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Figure 3-3: Técnicas de fusion temprana y tardla de datos para caracterlstlcas fisi-
olégicas y de audio/voz, con dimensiones N y M respectivamente.

En el capitulo 6 se ofrecen mas detalles sobre el uso especifico de estas técnicas

para este trabajo de investigacion.

3.1.7 Clasificacién emocional

Esta etapa, junto con la fusion de datos, es una de las iltimas que se llevan a cabo
para conseguir un modelo de computacion afectiva totalmente entrenado y probado,
véase la Figura 3-1.
3.1.7.1 Compensacion del sesgo (bias) y varianza (variance)

Antes de describir los diferentes modelos que son de interés para este trabajo, se

podria explicar y abordar adecuadamente el trade-off Bias-Varianza para entender
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todos los conceptos asociados dentro de esta etapa.

El rendimiento de los algoritmos de aprendizaje automatico se define principal-
mente por su sesgo y su varianza. La relacién entre estas métricas esta directamente
relacionada con los problemas de infra y sobreajuste. Por ejemplo, consideremos la
ecuaciéon 3.2, pero suponiendo que f(x) define la verdadera relacién entre y y x. En

. . ~ .7 /
ese caso, y suponiendo que creamos o disenamos una funcién f'(z) que corresponde
a nuestro modelo de aprendizaje automatico, la calidad de dicho algoritmo en puntos

de prueba no vistos puede medirse por el error cuadratico medio (MSE) como

MSEy = El(y - f'(x))*], (3.5)
lo cual se puede descomponer en

MSEp = E[(f(z) + 7 — f'(2))*]

= E[(f(z) +7 = f'(2) + ELf'(2)] - E[f'(2)])’]

= E[(f(z) — E[f'(2)])°] + E[(ELf'(z) — f'(2))*] + Elr*]+
+2E[(E[f' ()] = f'(2))(f (z) = E[f'(x)])]

Note : E[E[f'(x)] = f'(z)

(3.6)

: el Ultimo término se cancela, es cero.
= B[(f(z) = BLf'()]))’] + E(B[f () — f'(x))*] + E[r?]
= bias[f'(x)]* + variance[f'(z)] + o2,

donde r es el ruido residual o aleatorio con media cero y varianza o2 (E[r?]), bias es
la diferencia entre el valor medio esperado de la predicciéon y el valor real, y varianza
cuantifica la consistencia del valor de prediccion de salida en funcién de la variacion
de los puntos de datos de entrenamiento. Un ejemplo ilustrativo de estos conceptos
se muestra en la Figura 3-4, de la que se pueden obtener diferentes conclusiones:

e Un modelo con un sesgo alto y una varianza baja se encuentra en la zona de
infraajuste, siendo incapaz de ajustarse a los datos de entrenamiento. Este
hecho conduce a elevados errores de entrenamiento y prueba.

e Un modelo con un sesgo bajo y una varianza alta estd dentro de la zona

de sobreajuste, ajustandose demasiado a los datos de entrenamiento y siendo
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Figure 3-4: Compensacién entre el sesgo y la varianza con el infraajuste ( Underfitting
Zone), el sobreajuste (Querfitting Zone) y las zonas 6ptimas (Optimal Zone).

incapaz de generalizar o ajustarse a nuevos datos de prueba no vistos. Este
hecho conduce al menor error de entrenamiento a costa de un elevado error de
prueba.

o El mejor modelo es el que minimiza los errores de los valores predichos erréneos
(bajo sesgo) y presenta una consistencia robusta a las variaciones de los datos
de entrenamiento (baja varianza). Esto se identifica como la zona éptima, en
la que el modelo logra el equilibrio perfecto entre el error de entrenamiento y
el de prueba.

e Incluso cuando se consigue el menor sesgo y varianza dentro de la zona 6p-
tima, la calidad del modelo vendra determinada por el error irreducible, que
es irrelevante para el modelo y esta relacionado con el ruido inherente a los
datos.

Hay que tener en cuenta que es esencial considerar el comportamiento habitual del
sesgo y la varianza de los distintos algoritmos de aprendizaje automatico que se van
a evaluar. De hecho, los algoritmos tradicionales de aprendizaje automatico sufren

este problema de compensacion a medida que aumenta su complejidad.

3.1.7.2 Algortimos de aprendizaje maquina
Para este trabajo de investigacion, se utilizan diferentes modelos de aprendizaje au-
tomatico bien conocidos, basados en revisiones actuales centradas en el reconocimiento

de emociones [26]. Se describen como sigue:
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« MaAquinas de vectores de apoyo (SVM) |citesvimreview. Este algoritmo de clasi-
ficacion supervisada es uno de los algoritmos de aprendizaje automatico mas
populares. Aunque originalmente fue propuesto tinicamente para problemas de
clasificacion binaria, a lo largo de los anos se ha extendido y aplicado también
para problemas multiclase. La idea principal de este clasificador se basa en en-
contrar un hiperplano que separe mejor los datos en las diferentes clases. Hay
que tener en cuenta que los datos son las diferentes caracteristicas extraidas
que se introducen en el clasificador. En este contexto, es necesario definir dos
elementos principales para entender el concepto de hiperplano: los vectores de
soporte y los margenes. Como se muestra en la Figura refch3:svmhyperplane,
suponiendo una clasificaciéon binaria con dos caracteristicas, los vectores de
soporte o puntos del vector de soporte son los mas cercanos al hiperplano
(parte media del margen). Desde una perspectiva 2D, el hiperplano puede

conceptualizarse como la linea que separa ambas clases dada por la ecuacién

3.3.

‘" Support vector points

@ Positive class
© Negative class

Feature #1

margin

Feature #2
Figure 3-5: Ilustracion del hiperplano para el clasificador SVM para la clasificacion

binaria (los puntos negros son la clase positiva, y los puntos grises son la clase
negativa).

Sin embargo, para definir el hiperplano completo, dicha ecuacién se expande

o se generaliza a las M dimensiones del problema como sigue,

Y =wo+ w1y + Wiy + ... + WpTy

M

=wo+ Y WaTy (3.7)

n=1

=b+uwl'X,
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donde w? son los puntos del vector soporte, X son los puntos de entrenamiento
proporcionados, b es el término sesgado o el desplazamiento de dicho hiper-
plano, y y es la etiqueta de clase (positiva o negativa para un problema bi-
nario). Asi, podemos definir cualquier hiperplano como el conjunto de puntos
que satisfacen

w' X +b=0. (3.8)

Obsérvese que, teniendo en cuenta estas ecuaciones, el problema de opti-
mizacién para obtener el hiperplano 6ptimo se basa en maximizar el margen
para separar mejor los datos en las diferentes clases, como ya se ha comen-
tado anteriormente. Por tanto, dicho problema de optimizacién consiste en
realidad en seleccionar dos hiperplanos iniciales que cumplan las siguientes

restricciones:
wl' X +b>1, for the positive class — y = 1, (3.9)

w' X +b< —1, for the negative class — y = —1. (3.10)

These constraints can be rearranged and expressed by the following,
y* (w' X +0) > 1. (3.11)

No obstante, las ecuaciones y supuestos anteriores sélo son validos si los datos
son linealmente separables, lo que no ocurre cuando se trata de informacién
fisiolégica debido a la naturaleza no lineal de la misma. En estos casos, la
ecuacién anterior se modifica afiadiendo un pardmetro extra, (, que permite
o contabiliza el error de clasificacién durante el entrenamiento. Esto nos ll-
eva a los margenes suaves, en lugar de los margenes duros, con la siguiente
formulacién:

yi x (W' X +b) > 1—C. (3.12)

Ademas, se utiliza un hiperparametro C' para manejar ese coste de clasificacién
errénea y mantener el control de los margenes suaves. Sin embargo, en la may-
oria de los casos en que los datos no son linealmente separables, la aplicacién

de mérgenes suaves no es suficiente, y es necesario aplicar diferentes kernels.

7
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Figure 3-6: Ilustracion del truco del nicleo para un problema binario.

La aplicacion de un kernel puede considerarse como un mapeo de los datos en
dimensiones mas altas, de modo que puedan ser linealmente separables en un
nuevo espacio de caracteristicas de mayor dimensién, Figura 3-6.

Ademas, estos kernels utilizan el llamado truco del kernel mediante el cual
no es necesario conocer ni preocuparse por estas transformaciones de mayor
dimension, ya que las funciones del kernel admiten entradas en el espacio
dimensional inferior original y devuelven el producto punto de los vectores
transformados en el espacio dimensional superior. Por ejemplo, uno de los nu-
cleos comunmente empleados en los sistemas de reconocimiento de emociones
y también utilizado en este trabajo de investigacién es el nicleo gaussiano o

de funcién de base radial (RBF), que viene dado por

| X1 — Xy

K(X1,X,) = exp(—‘ 5,2 ), (3.13)

donde || X} — Xs|| es la distancia euclidiana (norma L2) entre los puntos de
datos (puntos de datos de caracteristicas) X; y Xa, y o es el hiperpardmetro
que se debe ajustar para considerar que dos puntos son similares (pertenecen
a la misma clase). Noétese que este kernel estd acotado superiormente por
1, ya que la distancia entre dos puntos que son extremadamente similares es
cero. En funcién del valor de o, la regién de similitud (zona donde K (X, X»)

es superior a cero) entre los puntos cambiard, Figura 3-7. Este algoritmo
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X1 — Xz

Region of similarity for o,

Region of similarity for o,

Region of similarity for o5

Figure 3-7: RBF valores del niicleo en funcién de la distancia entre los dos puntos
que se evalian para diferentes o.

es un clasificador discriminativo cuyo sesgo y varianza estan determinados
por los hiperparametros C' y o para los margenes suaves y el kernel RBF
respectivamente. La principal ventaja es que presenta una mayor eficiencia de
memoria en comparacion con otros clasificadores (s6lo necesita almacenar los
vectores de soporte, no todos los puntos de datos de entrenamiento), pero no
funciona bien cuando se lleva con demasiado solapamiento entre las diferentes
clases.

K-Nearest Neighbours (KNN) [175]. Este es también un algoritmo de clasifi-
cacion supervisado, sin embargo, se llama un clasificador lazy. Desde un punto
de vista matematico, no hay un proceso de aprendizaje real dentro del algo-
ritmo. En su lugar, busca la mejor distancia d y el nimero de vecinos k£ que
maximiza la separacion de las clases. Por lo tanto, la realizacién de predic-
ciones ante la llegada de nuevos datos requiere el calculo de dicha distancia con
cada uno de los puntos de datos de entrenamiento y la posterior comparacion
con los k vecinos circundantes para determinar la clase de pertenencia. Este
algoritmo asume que existen cosas similares en estrecha proximidad. Hay que
tener en cuenta que se pueden utilizar diferentes tipos de distancias (euclid-
iana, Minkowski, bloque de ciudades, Mahalanobis, etc.), asi como diferentes

algoritmos de ordenacién para encontrar los k vecinos méas cercanos tras el
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calculo de las distancias.

Desde un punto de vista practico, el KNN es uno de los algoritmos mas sencillos
de aplicar. Por lo tanto, es una eleccién correcta para un primer enfoque de
prueba de concepto. Sin embargo, se vuelve significativamente mas lento a
medida que aumenta el nimero de muestras de entrenamiento, ademas de
afectar a la eficiencia de la memoria.

» Métodos de conjunto (ENS) [176]. Estos métodos son en realidad un conjunto
de técnicas de aprendizaje automéatico, mas que un clasificador. Se basan en la
combinacion de diferentes modelos base o clasificadores débiles para producir
un clasificador 6ptimo o fuerte. Dicha combinacién se suele realizar en forma
de "bagging" o "boosting". En el bagging, cada modelo se entrena de forma
independiente con el mismo conjunto de entrenamiento, mientras que en el
boosting, cada clasificador débil se entrena teniendo en cuenta el rendimiento
del clasificador anterior aplicando un mecanismo de ponderacién de datos (se
asignan pesos mas altos a las instancias clasificadas incorrectamente).

Para este trabajo de investigacion se utilizan métodos de boosting ensemble
y, en concreto, se aplica el clasificador Adaptive Boosting o AdaBoost. Este
clasificador es muy popular para la clasificacién binaria y los clasificadores dé-
biles que se emplean para aplicarlo suelen ser arboles de decisién (drboles con
un solo nodo o arboles de decisién de un solo nivel) o arboles poco profundos
(arboles con una profundidad muy limitada). Obsérvese que este tipo especi-
fico de arboles mejora la comprensibilidad. Asi, para cada aprendiz débil (m)
y para todas las instancias del conjunto de entrenamiento (N), este clasificador

calcula el error de clasificacién ponderado como

XN ™I () # yi)

D=1 wz(m)

, (3.14)

€m

(m)

donde w; " es el peso de la instancia ¢ para el aprendiz m, y I es la funcién

de pérdida definida por

0, if fi.(x;) =w;
I(fn(x),y) = ) = (3.15)
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Tras el entrenamiento, este clasificador predice la etiqueta de la nueva in-
formacion no vista siguiendo una combinacion lineal ponderada de todos los

clasificadores débiles considerados (M), que viene dada por lo siguiente

g(x) = sign (Z oszm(x)> : (3.16)

m=1

donde «y, es el peso total asignado a cada aprendiz débil dado por

(1— em)‘

1
O = ilog (3.17)

Desde una perspectiva practica, la etapa de inferencia de este algoritmo de
aprendizaje automatico requiere menos almacenamiento y posee una menor
complejidad computacional y temporal en comparaciéon con los dos algoritmos
revisados anteriormente. Sin embargo, es mas sensible a los datos ruidosos
y a los valores atipicos, por lo que requiere que los datos estén debidamente

filtrados y libres de ruido antes de alimentar a la maquina.

3.1.7.3 Técnicas de validaciéon cruzada

Ademaés del modelo especifico que se va a aplicarla separaciéon de los datos en
conjuntos de entrenamiento, validaciéon y prueba debe realizarse antes del proceso
de entrenamiento. Aunque la separacién de estos conjuntos de datos suele estar
integrada en las tareas del procedimiento de clasificacién, también puede concep-
tualizarse como una operacién adicional, véase "Evaluacién del rendimiento” en la
figura 3-1. En este contexto, el conjunto de entrenamiento puede definirse como el
conjunto del que el modelo va a aprender los patrones subyacentes y ajustar sus
hiperparametros. El conjunto de validacion es el afectado por las técnicas de vali-
dacién cruzada, a través del cual se puede obtener una estimacion del rendimiento del
modelo. Hay que tener en cuenta que este conjunto es en realidad parte del conjunto
de entrenamiento (el modelo ve estos conjuntos en el entrenamiento). Por ltimo,
la parte de prueba es la que no es vista por el modelo durante el entrenamiento y
proporciona la evaluacién final e imparcial de un modelo completamente entrenado.
Sin embargo, existen diferentes métodos para separar estos conjuntos, y la seleccién
de una técnica u otra depende principalmente de la cantidad de datos y de la necesi-

dad de afinar los hiperparametros. Estas técnicas de separaciéon se agrupan bajo el
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término CV. Para este trabajo de investigacién se han utilizado diferentes técnicas
de CV adaptadas a las bases de datos de reconocimiento de emociones. Se describen
a continuacion:

o Retencion de datos. Este es el método mas sencillo de CV en el que los datos
se dividen en dos conjuntos (de entrenamiento y de validacién). Durante este
CV, el modelo se ajusta con el primero y se evalia utilizando los datos dentro
del segundo. Obsérvese que el modelo final entrenado se obtiene utilizando
todo el conjunto de datos (entrenamiento y validacién). Aunque también se
puede obtener un tercer conjunto de datos para considerarlo como el conjunto
de datos de prueba, datos no vistos que no se utilizan en absoluto durante la
etapa de entrenamiento. Una proporcion tipica de divisién es del 80% para
el entrenamiento y del 20% para la prueba, aunque esta proporcién depende
del conjunto de datos. La principal desventaja de este método es el riesgo de
sobreajuste (alta varianza)ya que los diferentes conjuntos (diferentes distribu-
ciones de la divisién) pueden incluso afectar a los resultados obtenidos. Hay
que tener en cuenta que, al reducirse el conjunto de datos de entrenamiento
cuando se utiliza esta técnica, se puede incluso correr el riesgo de perder pa-
trones inherentes a las sefiales o datos. No se puede asegurar un control es-
tricto de los datos especificos dentro del conjunto de entrenamiento después
de la divisiéon, lo que incluso afecta a los resultados para diferentes conjuntos
(diferentes distribuciones de la divisién).

o La técnica anterior se basa en la disminucién del tamafio del conjunto de
entrenamiento original, lo que puede dar lugar a conjuntos de datos mas pe-
quenos y aumenta el riesgo de perder los patrones inherentes a las senales o
los datos. Para superar las limitaciones de la técnica anterior y por lo tanto,
para hacer frente a esos problemas y disminuir la varianza del entrenamiento,
este método se basa en dividir el conjunto de entrenamiento en k£ particiones,
que pueden proporcionar hasta k posibilidades diferentes para entrenar y val-
idar el sistema. En comparacion con la técnica anterior, se suele preferir este
método, ya que puede ofrecer una medida més realista (menos optimista) del
rendimiento del modelo. La principal desventaja de este método es el tiempo

de calculo necesario para ejecutar k veces el entrenamiento del modelo.
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o Dejar una muestra para probarla (LOTO). En este método, se deja una mues-
tra fuera del proceso de entrenamiento para posteriormente probar el modelo
con ella. Sin embargo, para el caso de uso de reconocimiento de emociones,
esta técnica puede modificarse para identificar una muestra como prueba del
experimento. Por ejemplo, en un experimento basado en el registro fisiologico
mientras se visualizan diferentes imagenes, un ensayo se identificaria como los
datos fisiolégicos capturados durante la visualizacién de una de las imagenes.
Ademas, el hecho de que el nimero de posibles combinaciones de entrenamiento
esté definido por el nimero de ensayos, hace que esta técnica tenga las mis-
mas ventajas y desventajas que para el k — fold CV con k igual al nimero de
ensayos.

» Leave-One-Subject-Out (LOSO). Esta técnica sigue el mismo concepto que
LOTO, pero en este caso la muestra que se deja fuera del entrenamiento es un
sujeto o voluntario completo. Como se ha dicho anteriormente, considerando
el mismo ejemplo de reconocimiento de emociones por imégenes, todos los
datos recogidos de un sujeto se utilizan para las pruebas mientras que el entre-
namiento se realiza con el resto de sujetos o voluntarios. La principal diferencia
de esta técnica con respecto a LOTO es la variabilidad de datos que se ob-
serva en el conjunto de prueba. De hecho, el conjunto de pruebas en LOTO
se basa en un solo ensayo, que se identifica con una etiqueta, mientras que
el conjunto de pruebas en LOSO se basa en diferentes ensayos de los mismos
voluntarios. Asi, mientras que LOSO puede asegurar, al menos para un su-
jeto, una distribuciéon de prueba representativa, LOTO esta siempre sujeto a
la incertidumbre de tener un conjunto de pruebas representado por una sola
etiqueta.

Para este trabajo de investigacion, se implementan algunas de estas técnicas para
manejar la generacién de los diferentes conjuntos (entrenamiento, validacién y prueba)
para los modelos de aprendizaje automatico. En concreto, el problema del re-
conocimiento de emociones requiere la aplicacion de estas estrategias para generar
dos tipos de modelos: los dependientes del sujeto y los independientes. Los primeros
se entrenan, validan y prueban utilizando los datos de un solo voluntario, mientras

que los segundos utilizan los datos de todos los voluntarios para crear un modelo
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global. La principal diferencia entre estos modelos es la personalizacién. De hecho,
la mayor parte de la variabilidad entre los sujetos reside en la naturaleza dinamica
de sus estados afectivos y su experiencia previa. Este hecho puede demostrarse
por la superioridad de los modelos dependientes del sujeto sobre los modelos in-
dependientes del sujeto en la literatura [154]. Por lo tanto, en consonancia con el
capitulo 2, la interpretacion de los estimulos y los cambios fisiologicos dependen en
gran medida de los voluntarios. Por lo tanto, surge la personalizacién, como se hizo
en [26], en la que los autores concluyeron que se podria desplegar un modelo de
reconocimiento de emociones independiente del sujeto pero, en algiin momento, sera
necesaria la personalizacion del usuario para mejorar el sistema. Por estos motivos,
existe la necesidad en la literatura, a la hora de afrontar el reconocimiento de emo-
ciones mediante machine learning convencional, de plantear nuevas técnicas de CV
que aporten algin tipo de personalizacion. De hecho, observando otros campos que
utilizan también informaciéon humana, se puede observar la aplicacion de técnicas
CV hibridas que béasicamente combinan modelos [7] independientes y dependientes
del sujeto. Dentro de este contexto y, hasta donde yo sé, no hay ningin trabajo
de investigacion de reconocimiento de emociones que aplique técnicas CV hibridas.
Por ello, ademas de aplicar algunas de las técnicas revisadas, este trabajo de in-
vestigacion propone la utilizacion de la técnica denominada Leave-hAlf-Subject-Out
(LASO) CV. Obsérvese que la representacion grafica de las técnicas LOSO, LOTO,
y LASO CV se muestra en la Figura 3-8.

All but Part of Rest of All but part of Rest of
i-th subject i-th subject|| i-th subject  i-th subject i-th subject i-th subject

Train Test Train Test Train Test

Figure 3-8: Representacion grafica de las técnicas LOSO, LOTO y LASO [7].

Independientemente del tipo de modelo y como se indica en la seccion 3.1.2, los
datos fisiologicos recogidos durante los experimentos se segmentan en ventanas de
procesamiento. Estas son sometidas a un solapamiento para aumentar el rendimiento
de la delineacién fisiologica, lo que puede afectar en gran medida a la interpretacion

de los resultados obtenidos cuando se utilizan las técnicas de CV detalladas. Por
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ejemplo, en el caso de aplicar un CV de k pliegues sobre un vector de caracteristi-
cas extraidas de senales fisioldgicas filtradas, con ventanas y superpuestas, podrian
existir pliegues, es decir, ventanas de procesamiento, que contengan parte de la in-
formacion del pliegue anterior. Este hecho puede llevar a una interpretaciéon demasi-
ado optimista de los resultados y, aunque depende de la longitud del solapamiento,
debe evitarse. Asi, centrandonos en el reconocimiento de emociones mediante el
uso de senales fisioldgicas, podrian preferirse estrategias que no indaguen en este
problema, como LOTO, LOSO y LASO. Hay que tener en cuenta que esta ultima
recomendacion puede verse afectada por la cantidad de datos disponibles para el
entrenamiento, lo que puede imposibilitar la aplicaciéon de algunas técnicas como

LOTO para modelos dependientes del sujeto.

3.2 Bases de datos abiertas

Dentro de la comunidad de la computacién afectiva, diferentes conjuntos de datos
se ocupan del reconocimiento de emociones utilizando senales fisiologicas. Las mas
comunes son MIT [177], DEAP [138], MAHNOB [12], DECAF [145], ASCERTAIN
[178], y WESAD [179]. La tabla 3.1 resume los principales detalles de dichas bases
de datos. Estas bases de datos abiertas son consideradas como un sélido punto de
referencia por la comunidad cientifica. En esta seccion se revisan las bases de datos
de reconocimiento de emociones de interés para este trabajo de investigacion. Notese
que anteriormente, en [180] y [181], realizamos un andlisis detallado de algunas
de estas bases de datos abiertas disponibles y aportamos conclusiones sobre sus
metodologias y enfoques de reconocimiento emocional. Debido a la similitud con
respecto a algunos de los mecanismos de elicitacion emocional, las metodologias
experimentales y, sobre todo, la informacion fisiologica de interés para este trabajo,
se eligen solo dos de ellas para seguir realizando pruebas de concepto de deteccion
de miedo basadas en sus senales y estimulos, lo que se detalla en el capitulo 4.

Por un lado, las primeras pruebas de concepto de este trabajo de investigacion
se desarrollaron utilizando DEAP [138]. Esta base de datos contiene informacién
fisiolégica de 32 voluntarios (16 mujeres). El experimento consiste en un total de
40 video-clips de un minuto de duracién cada uno. Los estimulos se seleccionaron

a partir de un conjunto mas amplio o de una etapa de preetiquetado basada en
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Table 3.1: Las bases de datos de reconocimiento de emociones mas comunes con
una configuracion de laboratorio utilizadas dentro de la comunidad cientifica de la
computacién afectiva.

Base de datos Sujetos/as (M/F) Etiquetas Caso de Uso Precisién Afo
MIT [177] 1(0/1) Discrete General 81.00% 2005
DEAP [138] 32 (16/16) Arousal/Valence General 57.00/62.70% 2012
MAHNOB-HCI [12] 30 (13/17) Arousal/Valence General 46.20/45.50% 2012
DECAF [145] 30 (16/14) PAD General  55.00/60.00/50.00% 2015
ASCERTAIN [178] 58 (37/21) Arousal/Valence General 66.00/68.00% 2017
WESAD [179] 15 (12/3) Arousal/Valence Estres 86.46% 2018

las valencias, excitaciones y clasificaciones de dominancia recogidas por SAM. Los
sensores periféricos (fisioldgicos) incluidos son el electroencefalograma, el electro-
miograma, la amplitud de la respiracion, el GSR, el electrooculograma, el PPG y el
SKT. En cuanto a algunas de las limitaciones de este conjunto de datos, debido a la
configuracion de laboratorio, los voluntarios estaban muy limitados en términos de
movimiento, por lo que los modelos entrenados no son validos para las condiciones
de la vida real. Hay que tener en cuenta que se realizé un registro de linea de base de
cinco segundos entre los estimulos utilizando una cruz de fijaciéon en la pantalla. Por
ultimo, los autores de la base de datos crearon tres sistemas binarios, cada uno de los
cuales infiere un nivel bajo o alto de arousal, valencia y agrado, en los que utilizaron
las calificaciones autoinformadas como verdad de base (etiquetas). Presentaron es-
tos resultados como evaluacion comparativa y obtuvieron las siguientes métricas de
precisién media (ACC) y puntuacién F1: 57,00% (ACC) y 53,30% (puntuacién F1)
para la excitacién, 62,70% (ACC) y 60,80% (puntuacién F1) para la valencia, y
59,10% (ACC) y 53,80% (puntuacién F1) para el gusto. Esta base de datos es de
especial interés principalmente por dos factores. En primer lugar, contiene la misma
informacion fisiologica que la pulsera de Bindi. En segundo lugar, las etiquetas
autodeclaradas recogidas durante los experimentos contienen espacio PAD. En el
capitulo 4 se ofrecen mas detalles técnicos sobre el sistema de computacion afectiva
DEAP y los propuestos tras su publicacion.

Por otro lado, el conjunto de datos MAHNOB-HCI incluye datos fisiologicos de
30 participantes en el estudio (17 mujeres) [12]. Este conjunto de datos de re-
conocimiento de emociones basado en el laboratorio contiene datos de un total de
20 clips de video por voluntario, que se seleccionaron a partir de un conjunto mayor

o de una etapa de preetiquetado como DEAP y que tenian una duracién media de
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aproximadamente 81 segundos, entre 34,9 y 117 segundos (M = 81,4s;SD = 22,5s).
Las respuestas fisiolégicas registradas se adquirieron utilizando el sistema Biosemi
active II, e inclufan ECG, GSR, amplitud de la respiracion, SK'T, electroencefalo-
grama, mirada de los ojos y videos de la cara y el cuerpo. En cuanto al conjunto
de datos DEAP, la configuracién de laboratorio hace que los modelos entrenados no
sean validos para las condiciones de la vida real. Sin embargo, una de las princi-
pales diferencias con DEAP es que en MAHNOB los autores tuvieron en cuenta las
recuperaciones emocionales de los voluntarios entre los estimulos, en lugar de lim-
itarse a esperar cinco segundos entre ellos. De hecho, antes de ver cualquier video
emocional, se mostraron a los participantes diferentes clips neutros. Este proceso se
utilizé para recuperar un nivel fisiolégico basal, disminuir el sesgo emocional después
de experimentar una emocion y, en definitiva, manejar las diferencias fisiologicas in-
trasujeto. Asi, todas las respuestas registradas para cada estimulo contenian 30
segundos de datos al principio y al final del intervalo correspondiente a este proceso
de recuperacion. Por ultimo, los autores de la base de datos crearon dos sistemas
no binarios de reconocimiento de emociones, cada uno de los cuales inferia un nivel
bajo, medio y alto de arousal y valencia, respectivamente. Para obtener la verdad
béasica, utilizaron un mapeo entre las calificaciones de emocion discreta autoinfor-
madas y las dimensiones emocionales basadas en [5]. Consiguieron un promedio de
métricas de ACC y de puntuacién F1 de hasta el 46,20

A pesar de los beneficios que estas bases de datos aportan a este trabajo de investi-
gacién, no estan pensadas para elicitar especificamente el miedo y asi poder detectar
mejor la situacién de riesgo en contextos de violencia de género. Asi, pueden ser
utilizadas para generar y estudiar pruebas de concepto para el motor de aprendizaje
automatico del miedo en el que se centra este trabajo de investigacion e incluso
aportar conclusiones preliminares para la amplia casuistica dentro de esta compleja
tarea. Sin embargo, tal y como se ha comentado en los capitulos anteriores, al ser el
desentranamiento entre las reacciones fisioldgicas y el miedo en situaciones de vio-
lencia de género uno de los principales objetivos de este trabajo, se podria crear una
nueva base de datos dirigida realmente a nuestro caso de uso especifico. Ademas,
dicha base de datos podria utilizar VR para proporcionar experimentos inmersivos

de elicitacién de emociones mas fuertes. Més detalles sobre la base de datos creada
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durante este trabajo de investigacién y sus particularidades se encuentran en el

capitulo 6.

3.3 Conclusiéon

En este capitulo, hemos proporcionado una revisiéon y un analisis completos para
la generacion y el procesamiento de bases de datos de reconocimiento de emociones,
desde un punto de vista experimental hasta los procedimientos de procesamiento de
datos que pueden aplicarse una vez terminada la base de datos.

En primer lugar, concluimos que no existe un protocolo estandar para el analisis y
la seleccion de los estimulos. Todos los conjuntos de datos disponibles piiblicamente
estan pensados desde una perspectiva emocional general, es decir, con el objetivo
de identificar las emociones en general sin dirigirse a modelos emocionales binarios
especializados. Este hecho hace que la evaluacién de los estimulos por parte de
expertos no sea tan critica. Pero, para trabajos de investigacién como el que se
aborda en este documento, esta estrategia no puede aplicarse y puede no ser ade-
cuada. La situacion condicionada por los estimulos de las victimas de la violencia
de género, asi como sus posibles episodios de TEPT, hacen necesaria la ayuda de
expertos para ajustar y seleccionar los estimulos que se presentaran durante nue-
stros experimentos. En segundo lugar, se recomienda encarecidamente realizar un
analisis exploratorio de los datos para determinar algunos de los comportamientos
fisiologicos y llevar a cabo acciones especificas para tratar algunos problemas, como
la recuperacion fisioldgica de la elicitacion de la emociéon. En tercer lugar, hemos
detallado diferentes recomendaciones sobre las técnicas de CV a aplicar cuando se
trata de problemas de reconocimiento de emociones. Este hecho es de especial rel-
evancia debido a la variabilidad inter e intra que puede existir entre los diferentes
voluntarios en dichos experimentos. Esto hace que la validacion, y otros procesos
clave como la normalizacién, sean parametros a explorar bajo la amplia casuistica
que presenta el problema de reconocimiento de emociones mediante el uso de infor-
macion fisiolégica y fisica. Asi, se seleccionan preferentemente nuevas técnicas de
CV que consideren la variabilidad intra e inter, como LASO, para ser utilizadas y
aplicadas sobre las técnicas comunes.

El trabajo de investigaciéon que se presenta en este documento versa sobre la
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propuesta, estudio, disefio e implementaciéon de una nueva base de datos de re-
conocimiento de emociones, disefio de aprendizaje automatico del miedo y desarrollo
de un dispositivo wearable edge. Esto hace que el conocimiento de este Capitulo sea

esencial para entender los temas de los Capitulos siguientes.
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Capitulo

Prueba de concepto para clasificar miedo

Una vez revisado todo el estado del arte respecto a las emociones, la informacion
fisiolégica, las bases de datos para el reconocimiento de emociones, y los diferentes
procedimientos de post-procesamiento para diseniar un modelo de aprendizaje au-
tomatico totalmente probado, aplicaremos dichos conocimientos para disenar difer-
entes sistemas de reconocimiento de emociones binarias de miedo utilizando las dos
bases de datos detalladas en la Seccion 3.2. En concreto, en este capitulo, las arqui-
tecturas propuestas se basan tinicamente en la parte fisioldgica uni-modal de Bindi,
teniendo en cuenta la descripcion de Bindi en la Seccién 5.2. Asi, estas propuestas
pretenden impulsar las primeras implementaciones embebidas de toda la cadena de
procesamiento de datos, incluyendo el motor de aprendizaje automatico, dentro de
la pulsera inteligente de Bindi. Hay que tener en cuenta que la casuistica y las
posibilidades multimodales se tratan y detallan en el Capitulo 6.

En los siguientes apartados comenzaremos abordando tres sistemas iniciales desar-
rollados sobre la base de datos DEAP. Posteriormente, debido a algunas limitaciones
observadas en DEAP, se utilizara la base de datos MAHNOB para disenar otros dos
sistemas de reconocimiento binario de emociones de miedo. Por tultimo, se com-
pararan todas las métricas de rendimiento generadas con respecto al estado del arte
actual en materia de reconocimiento de emociones y, mas concretamente, de detec-
cién de miedo. Ademas, para contextualizar el alcance de los resultados obtenidos,
se tratan y discuten aspectos clave como el balance de clases, la seleccion de carac-
teristicas y otros procesos. Cabe destacar que los diferentes sistemas presentados en

este capitulo han sido disenados y validados en un ordenador personal. En concreto,
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se utilizo Matlab® como plataforma de software y todo el codigo desarrollado tomé
Toolbox for Emotional feAture extraction from Physiological signals (TEAP) [148]
como referencia, que es una caja de herramientas de coédigo abierto disponible actual-
mente para el procesamiento de datos fisiologicos y la extraccion de caracteristicas.
De hecho, hemos estado en contacto con los desarrolladores de TEAP y hemos
contribuido con correcciones a su repositorio. Finalmente, se ha desarrollado una
nueva caja de herramientas totalmente automatizada a partir de esa base, que da
cuenta desde el preprocesamiento de la senal hasta el entrenamiento y las pruebas
de aprendizaje automatico. Esta herramienta se ha aplicado para disenar los sis-
temas presentados en este capitulo, asi como para diferentes experimentos con otros
conjuntos de datos y proyectos dentro del departamento bajo el que se ha realizado
este trabajo de investigacion.

Los sistemas de reconocimiento de emociones propuestos se ordenan de menor a
mayor complejidad dentro de este Capitulo. De esta forma, las estrategias de inves-
tigacion y desarrollo seguidas a lo largo de este trabajo han alimentado de forma
incremental las diferentes implementaciones realizadas con Bindi. Asi, independi-
entemente de la complejidad de la arquitectura, la mayoria de ellas se basan en
los componentes mostrados en la Figura 4-1, que representa una descripcion global
y general del entrenamiento del sistema de reconocimiento de miedos propuesto.
Incluye los pasos tipicos de la cadena de procesamiento analizada en el capitulo
3, desde el analisis del conjunto de datos de senales fisioldgicas hasta el preproce-
samiento de los datos brutos, la extraccion de caracteristicas y la clasificacion de las
emociones. De hecho, la mayoria de los sistemas de reconocimiento de emociones
en la literatura siguen esta arquitectura pero centrandose en la clasificacion de las
emociones desde un punto de vista general, detectando un conjunto de emociones
sin tener en cuenta si el usuario es hombre o mujer [133]. Sin embargo, si se dirige a
la identificaciéon de una sola emociéon que podria estar relacionada con una situacion
especifica y se tienen en cuenta las particularidades relacionadas con el género, se
podria aprovechar para conseguir un sistema maés preciso. Esta tltima afirmacion se
basa en la idea de que las mujeres reconocen la comunicacién no verbal o la proso-
dia emocional con mayor precisién [54], como se revisa en la seccion 2.3.3. Estos

conceptos no se tienen en cuenta en ningun sistema actual de reconocimiento de
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emociones mediante senales fisiolégicas presentado en la literatura. Actualmente,
hasta donde yo sé, no existe ningin sistema de deteccién de emociones desarrol-
lado para identificar diferentes situaciones sociales criticas, como los episodios de
violencia de género. En este contexto, se podria disefiar un sistema de deteccién
de miedo especializado que activara un protocolo de proteccién que podria incluir
una conexion con un circulo de confianza o incluso con las fuerzas del orden, para
proporcionar inmediatamente la ayuda necesaria. Este tltimo es uno de los princi-
pales objetivos de Bindi, tal y como se indica en el capitulo 1. Por lo tanto, el valor
anadido de la arquitectura propuesta en este capitulo es doble: (1) la generacion de
una primera prueba de concepto para un sistema de reconocimiento binario espe-
cializado en el miedo utilizando tinicamente informacién fisiolégica (hasta ahora los
enfoques del estado de la técnica tratan con varias emociones), y (2) la consideracion
de las limitaciones de procesamiento digital para seguir adaptando adecuadamente
dicho sistema para integrarlo en una plataforma de dispositivo de borde vestible que

permita la proteccién de las personas vulnerables.
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Data Gathering and Segmentation
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Figure 4-1: Visién general del proceso de entrenamiento para el sistema de re-
conocimiento de miedo propuesto que emplea datos de sensores fisiologicos y eti-
quetado de emociones de enfoque dimensional. Este tiltimo se introduce en el pro-
cedimiento de mapeo binario del miedo. Obsérvese que w#n denota las diferentes
ventanas obtenidas tras la segmentacién de los datos, si procede.

Cabe destacar dos consideraciones especificas de disenio relativas al tipo de modelos
generados y a las restricciones especificas de incrustacion de Bindi. Por un lado, a lo
largo del disenio de estas pruebas de concepto iniciales, se ha abordado y perseguido
la necesidad de un modelo robusto y fiable independiente del sujeto. El disefio de
un modelo totalmente independiente del sujeto permitiria potenciar el proceso de
despliegue inicial de cualquier herramienta tecnolégica capaz de detectar cualquier
emocion mediante el aprendizaje automéatico. Este hecho puede concretarse en Bindi
para la deteccion de miedo en situaciones de Violencia de Género. Esta consideracion
es esencial para entender algunas de las decisiones tomadas y los pardmetros estudi-
ados en este capitulo y en los siguientes. Hay que tener en cuenta que este sistema
independiente del sujeto, que se despliega en un proceso de configuracién inicial, esta
sujeto a ser adaptado y personalizado posteriormente para el sujeto concreto para

mejorar su rendimiento, tal y como se indica en la Seccién 3.1.7.2. Por otra parte, el
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proceso de disefio de todos los diferentes sistemas de reconocimiento de emociones
binarias de miedo presentados en esta investigacion también estuvo sesgado por re-
stricciones especificas de recursos y capacidades integradas. Estas se fijaron en 64 kB
de RAM y 512 kB de Flash. Hay que tener en cuenta que estos recursos fueron im-
puestos por el equipo de investigacion para reducir el disefio a una implementacion
ligera, sin embargo, se pueden establecer diferentes limitaciones teniendo en cuenta
la respectiva mejora o empeoramiento del rendimiento. En el capitulo 6 se ofrecen

detalles mas especificos de la implementacién integrada.

4.1 Clasificacion del miedo usando DEAP

Como se detalla en la seccién 3.2, la base de datos DEAP es una de las més
utilizadas en la literatura en cuanto a reconocimiento de emociones con senales
periféricas o fisiolégicas. Aunque no es un conjunto de datos especializado en el
miedo, es decir, los diferentes estimulos fueron seleccionados desde una perspectiva
emocional general sin centrarse especificamente en ninguna emocién en particular,
contiene los elementos necesarios para que disefiemos la primera prueba de concepto
del sistema de deteccién de miedo basado exactamente en las mismas senales fisi-
ologicas de nuestro interés, es decir, PPG, GSR, y SKT. El DEAP contiene datos
de 32 participantes para un total de 40 videoclips, que se seleccionaron a partir de
una etapa de preetiquetado tras las valoraciones de arousal, valencia y dominancia.
Sin embargo, cabe destacar que el equipo de medicion de esta base de datos fue
el sistema Biosemi ActiveTwo !, que es un equipo de medicién profesional pensado
para ser empleado en condiciones de laboratorio. Este hecho hace que las senales
adquiridas se alejen de las mediciones reales obtenidas con dispositivos wearables.
Asi, los sistemas propuestos aqui sirven como prueba inicial de concepto y nos han
permitido identificar diferentes aspectos clave a tener en cuenta tanto a la hora de
disenar una base de datos como de entrenar un modelo de aprendizaje automatico
a partir de dichos datos.

En cuanto a la metodologia especifica seguida durante los experimentos DEAP, la
Figura 4-2 muestra un diagrama simplificado de la experimentaciéon aplicada para

cada voluntario y cada estimulo. Obsérvese que la linea de base de 2 minutos se

Thttp://www.biosemi.com
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aplicé justo al principio del experimento. De esta figura se aprecia una transicion
muy corta entre estimulos consecutivos y, por tanto, entre dos emociones elicitadas.
Este hecho puede afectar en gran medida al estado emocional de un voluntario, y por
tanto a la recuperacion fisiologica, antes del siguiente videoclip. Ademas, se realiz6
un descanso obligatorio a la mitad del experimento (estimulo ntimero 20), durante
el cual se ofrecieron al voluntario galletas y bebidas sin cafeina ni alcohol. Esta
metodologia experimental puede introducir un sesgo muy perjudicial en funciéon del
orden de los estimulos y de la emociéon a la que van dirigidos. En los siguientes
subapartados se analizan, desde el punto de vista fisiolégico, los posibles efectos
detectados en los datos y etiquetas recogidas. Independientemente de estos hechos,
hasta donde yo sé, el DEAP fue la primera base de datos que propuso estimulos de
seleccion y metodologia experimental de laboratorio bien documentados, junto con

un numero relativamente alto de voluntarios, y lo hizo todo de acceso totalmente
abierto.

2-minute 5-second 1-minute Self-
baseline baseline video Assessment

Figure 4-2: Diagrama simplificado de la experimentacion aplicada para cada volun-
tario y cada estimulo para la base de datos DEAP.

2-second
display
#trial

Antes de entrar en detalles sobre el andlisis realizado y los sistemas disenados uti-
lizando los datos del DEAP en este trabajo de investigacion, se podria hacer una
revision de las técnicas de procesamiento de datos y aprendizaje automatico apli-
cadas por el trabajo original de la base de datos, y por las investigaciones posteriores
que la utilizan. Los autores del trabajo original de la base de datos DEAP aplicaron
procedimientos basicos de preprocesamiento para eliminar las derivas temporales de
baja frecuencia de algunas senales y suavizarlas utilizando filtros de media mévil.
Extrajeron 106 caracteristicas fisioloégicas y emplearon un método de seleccién de
caracteristicas por filtro para utilizar sélo las de mayor rango. En concreto, aplicaron

la puntuacion discriminante lineal de Fisher dada por la ecuacion 4.1,

1 — po
Jr = 4.1
f o? + 02’ (4.1)

donde uy y o representan la media y la varianza de la clase k para cada caracteris-
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tica f. Obsérvese que esta ecuacion es valida para k = 2, es decir, un problema de
clasificacion binaria. Cuanto mayor sea esta puntuacién, mas importante serd esa
caracteristica especifica. Asi, el objetivo es maximizar la puntuacién para obtener
una gran varianza entre clases (numerador) y una pequena varianza dentro de la
clase (denominador). Sin embargo, esta metodologia no tiene en cuenta la combi-
naciéon de rasgos y tampoco maneja los redundantes, lo que conduce a un espacio de
rasgos seleccionados suboptimo con un umbral de discriminacién empirico. Para la
clasificacion, utilizaron un clasificador gaussiano de Bayes ingenuo para un problema
de dos clases y tres casos de uso diferentes, niveles bajos y altos de excitacion, valen-
cia y agrado. Este clasificador especifico se caracteriza por ser un modelo generativo,
es decir, tiene un sesgo alto y una varianza baja derivada de las distribuciones gaus-
sianas asumidas aprendidas de las caracteristicas, lo que puede producir problemas
de infraajuste. El resultado de este clasificador considerando N clases viene dado

por la ecuaciéon 4.2,
N

y = argmaz, P(y) [ P(zily), (4.2)

i=1
donde podemos obtener la clase inferida y para un conjunto dado de caracteristicas o
vector de caracteristicas z;. Notese que este clasificador hace dos supuestos clave al

considerar que las caracteristicas son independientes y se distribuyen normalmente.

Siendo esta tltima dada por

2
P(aily) = ﬁ%z{ - %‘(j") (43)
y

donde p, y 05 son la media y la varianza de los valores en = asociados a la clase .
Por tultimo, el CV aplicado fue LOTO considerando los 40 estimulos audiovisuales
utilizados durante los experimentos. Al emplear todas las senales periféricas, propor-
cionaron métricas promedio de Accuracy (ACC) y Fl-score y obtuvieron un 57,00%
(ACC) y un 53,30% (F1-score) para el arousal, un 62,70% (ACC) y un 60,80% (F1-
score) para la valencia, y un 59,10% (ACC) y un 53,80% (F1-score) para el gusto.
Notese que no proporcionaron las desviaciones estandar asociadas a dichos valores
medios.

Desde la publicacién de la base de datos DEAP, se han propuesto en la liter-

atura diferentes sistemas de aprendizaje automatico utilizando sus datos. Algunas
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publicaciones estudiaron la importancia de las caracteristicas aplicando diferentes
métodos y mejorando dicho proceso. Por ejemplo, los autores de [182] consider-
aron el mismo problema de clasificaciéon que los autores de DEAP, pero utilizaron
la eliminacion recursiva de caracteristicas para abordar la informacion mutua y re-
dundante. Aplicaron un clasificador SVM y obtuvieron un 66,36% (ACC) y un
63,99% (F1-score) para la excitacion, y un 68,71% (ACC) y un 63,25% (F1-score)
para la valencia, lo que super6 el trabajo original de DEAP. Utilizaron todas las
caracteristicas de todas las modalidades, incluidas las extraidas de los sensores que
no se pueden llevar puestos. De hecho, concluyeron que las senales del electroence-
falograma desempenaban un papel clave en la separacion de clases (distincién entre
clases). Aunque su caso de uso no puede extrapolarse directamente al nuestro, ya
que sb6lo nos basamos en tres senales periféricas y hacia un sistema de deteccion bi-
naria del miedo. La mejora de los resultados en comparacion con el trabajo original
debido a la aplicaciéon de técnicas de seleccion de caracteristicas menos restrictivas y
de un clasificador discriminativo es valiosa y puede ayudar en nuestra investigacion.

También hay otras publicaciones que no consideraron todo el conjunto de senales
y, en cambio, redujeron su nimero hacia un concepto mas apto para el uso. Por
ejemplo, [153] es uno de los tltimos sistemas de reconocimiento de emociones basado
en DEAP. Los autores disenaron un sistema de reconocimiento de emociones de cinco
clases (Feliz, Relajado, Asco, Triste, Neutral) utilizando el modelo PA. Aplicaron
una técnica de nivel de fusion de caracteristicas aprovechando una arquitectura
de red de creencia profunda junto con la extraccién de caracteristicas estadisticas
convencionales sobre solo tres sefiales fisiologicas (PPG, EDA y EMG). Por tltimo,
entrenaron un clasificador SVM y obtuvieron hasta un 89,53% de precision media
para un modelo independiente del sujeto siguiendo una configuracién LOSO, que
supero el estado de la técnica. En su trabajo, no consideraron ninguna restriccion
de implementacion real relacionada con la segmentacién de los datos, la resolucion
de la frecuencia, el almacenamiento y la complejidad aplicada o necesaria. Ademas,
solo tomaron los datos fisioldgicos registrados durante los tltimos 20 segundos de
cada estimulo basandose en su hipotesis de que la inmersion emocional era mayor al
final del videoclip. Esta hipodtesis no se ha demostrado con un método estadistico,

objetivo y/o cuantificable, sino que sélo se ha evaluado mediante la exploracién
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visual fisiologica.

Entre el resto de investigaciones realizadas sobre la base de datos DEAP y en
lo que respecta especificamente al caso de uso de reconocimiento de miedo, se en-
cuentran cuatro sistemas en la literatura. Por un lado, los dos primeros [181, 183]
son nuestras publicaciones y se detallan en los siguientes subapartados. En ade-
lante se denominaran DEAP-bl y DEAP-b2 para este capitulo y los siguientes.
Por otro lado, los autores en [184] y en [185] emplearon el mismo paradigma de
miedo binario que se describe en la seccién 2.3.4. En [184], utilizaron todos los
voluntarios DEAP y todas las senales fisiolégicas disponibles, incluyendo las que
proporcionaban datos de electrooculograma y electroencefalograma. Realizando un
Design Space Exploration (DSE) para diferentes técnicas de seleccién de caracteris-
ticas, asi como para nueve maquinas de clasificacion diferentes, incluyendo las redes
neuronales profundas, lograron hasta un 90,07% de precisién media para un modelo
independiente del sujeto sin seleccién de caracteristicas, sélo utilizando los datos
filtrados, y siguiendo una estrategia de Hold-Out con una proporcion de division de
entrenamiento-prueba de 70/30. Noétese que [184] se publicé después de nuestro tra-
bajo de reconocimiento binario de emociones de miedo, DEAP-b1 [183], que, hasta
donde yo sé, fue la primera investigaciéon que aplicé dicho paradigma de etiquetado
de miedo al reconocimiento de emociones a través de senales fisiologicas. En [185],
tomaron nuestra investigacién de [181, 186] como referencia principal y elaboraron
un analisis exhaustivo que comprendia un estudio detallado de los efectos para el re-
conocimiento de la emocién binaria del miedo cuando se utilizan diferentes métodos
y técnicas de elementos de aprendizaje automatico. A diferencia de la investigacion
en [184], en ésta aplicaron etapas de filtrado, segmentacién de datos con y sin sola-
pamiento, seleccién de caracteristicas, reduccion de la dimensionalidad y ajuste de
desequilibrios con Synthetic Minority Over-sampling TEchnique (SMOTE). Tam-
bién se basaron en los datos de los voluntarios del DEAP, pero descartaron la may-
oria de las senales y sélo emplearon GSR y PPG. Por ltimo, utilizaron ventanas
de procesamiento de datos de 20 segundos y lograron una tasa maxima de precision
en el reconocimiento del miedo de hasta el 93,50% para un clasificador SVM junto
con PCA considerando una estrategia de no solapamiento y 5 k — fold CV. Aunque

esta ultima investigacion es un valioso trabajo hacia la exploracién de la amplia
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DSE respecto al reconocimiento del miedo, su principal limitacion es la técnica CV
aplicada ya que podrian existir pliegues, es decir, ventanas de procesamiento, que
contengan parte de la informacion del pliegue anterior, ver Seccién 3.1.7.3. Por lo

tanto, este hecho puede conducir a resultados demasiado optimistas.

4.1.1 Consideraciones sobre el equilibrio de los estimulos y

las etiquetas

Como se indica en la seccion 3.1.1, uno de los enfoques comunes que se siguen
durante la generacion de una base de datos esta relacionado con la evaluacion del
equilibrio de los estimulos. Esto se refiere a la representacion estadistica de las difer-
entes clases. Por ejemplo, en cualquier problema de clasificacion es deseable tener
la misma cantidad de instancias para todas las clases. De lo contrario, el algoritmo
de clasificacién podria derivar en favorecer el aprendizaje de la clase con mayor
representacion frente al resto de las clases. Por ello, el analisis de las etiquetas du-
rante toda la generaciéon y el procesamiento de la base de datos es fundamental para
contextualizar y comprender tanto la elicitaciéon de emociones como los resultados
obtenidos.

En DEAP, los 40 videoclips utilizados durante el experimento se eligieron de un
conjunto de estimulos mas amplio. Se inici6 una etapa de preetiquetado con 120
videoclips y se reunieron unas 14 valoraciones por video. Tras este proceso y medi-
ante la ecuaciéon 3.1, los autores seleccionaron los videos que se encontraban en las
esquinas extremas de los cuadrantes normalizados dentro del espacio PA, lo que dio
como resultado un conjunto de 40 videoclips con etiquetado extremo y utilizados
para provocar emociones en los voluntarios mientras se media su senal fisioldgica.
Tras visualizar estos videoclips, los voluntarios etiquetaron la emocion sentida por
ellos. Asi, esta metodologia condujo a la generacién de dos conjuntos diferentes
de etiquetas, las de la etapa de preetiquetado y las autoinformadas y recordadas
durante el experimento. Por lo general, estas tltimas son las preferidas para entre-
nar modelos de aprendizaje automético basados en los datos fisiologicos y /o fisicos
recopilados. Sin embargo, la distribucién de las etiquetas autodeclaradas puede
ser muy diferente con respecto a las etiquetas de la fase de preetiquetado. Por

ejemplo, en la figura 4-3 se muestran las diferencias entre las etiquetas previas al
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Figure 4-3: Diferencias de etiquetado para la base de datos DEAP y la numeracion
original de los videoclips seleccionados.

etiquetado y las autodeclaradas para la base de datos DEAP y los videoclips se-
leccionados. En el caso de los estimulos preetiquetados, las etiquetas obtenidas se
clasifican con un simbolo diferente en funcién de la ubicacién del cuadrante normal-
izado (Q1 -excitacién positiva, valencia positiva-, Q2 -excitacién positiva, valencia
negativa-, Q3 -excitacion negativa, valencia negativa-, Q4 -excitacion negativa, va-
lencia positiva-). Por el contrario, las etiquetas autoinformadas se representan con
el mismo simbolo y color. Obsérvese que los autores del DEAP seleccionaron los
estimulos que alcanzaron las medias mas altas y las variaciones mas pequenas en-
tre las diferentes valoraciones. Como se puede observar, las valoraciones previas
al etiquetado no siguen la misma distribucién que las valoraciones autodeclaradas,
lo que hace que incluso los mismos estimulos se sittiien en cuadrantes emocionales
diferentes, por ejemplo el estimulo 83.

La tabla 4.1 presenta los videos que se encuentran en un cuadrante diferente. Sin

tener en cuenta los que se encuentran en distintas ubicaciones dentro del mismo
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Table 4.1: videos que se encuentran en un cuadrante diferente con respecto al pree-
tiquetado frente a las etiquetas autodeclaradas.

Estimulo ID Cuadrante Pre-etiquetado Cuadrante Reportado

9 4 1
27 4 1
45 3 4
83 4 1
85 4 1
95 3 4
98 3 2

118 1 2

cuadrante y los que estan justo en las lineas fronterizas, el 20% de los estimulos no
evocan la emocién objetivo o preetiquetada durante la realizacion de los experimen-
tos. Esto se traduce en una distribucion de etiquetas distinta y, por tanto, puede
dar lugar a diferencias de rendimiento del sistema cuando se entrena con etiquetas
preetiquetadas o autoetiquetadas. Sin embargo, los estimulos relacionados con el
segundo cuadrante (QQ2), basados en calificaciones de preetiquetado, son los tinicos
que presentan una concordancia completa en comparacion con las etiquetas autoin-
formadas. Asi, se puede concluir que los estimulos que pretenden evocar emociones
negativas (alta excitacion, valencia negativa), como las emociones relacionadas con
el miedo, son menos propensos a ser confundidos con otros cuadrantes. Aunque
esta conclusion apoya firmemente el enfoque de una estrategia de etiquetado basada
en el 2D a la hora de enfrentarse al desarrollo de un sistema de reconocimiento bi-
nario del miedo, también podria considerarse y explorarse la consideracion de mas
dimensiones.

Desde una perspectiva 3D y teniendo en cuenta el modelo PAD, las valoraciones
autodeclaradas y el mapeo de Miedo propuesto en la seccion 2.3.4, s6lo cinco esti-
mulos se sittian dentro del cubo emocional relacionado con el miedo (51, 98, 111,
115), Figura 4-4. Este hecho es especialmente relevante debido al desentranamiento
de los estimulos contenidos dentro de Q2 en la Figura 4-3. Asi, desde el punto de
vista de la valoracién subjetiva, la ampliacién a una dimensién més (dominancia)
puede beneficiar la localizacion emocional de los estimulos y, por tanto, su poste-
rior asignacién de etiquetas. Sin embargo, dicho beneficio se ve ensombrecido en
este caso concreto al saber que esos cinco estimulos representan solo el 12.5% de

la cantidad total de videoclips. Esta tltima consideracién representa una situacion
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Figure 4-4: PAD para las etiquetas autodeclaradas por los voluntarios. El mapeo
del miedo propuesto en la secciéon 2.3.4 esta marcado con un cubo de color.

muy desequilibrada en el caso de un sistema de reconocimiento binario de emociones
de miedo, pero puede mitigarse utilizando técnicas de sobremuestreo sobre la clase
minoritaria, como se explica en las siguientes subsecciones.

Para proporcionar una cuantificacion especifica de la distribucion desequilibrada
autodeclarada, la tabla 4.2 muestra los ratios de desequilibrio autodeclarados para
cada tipo de etiqueta recogida. Por un lado, estos ratios de desequilibrio se calculan
sobre la base de un problema de dos clases, dividiendo cada dimension en dos niveles
(alto y bajo), lo que equivale a lo que se hizo en la publicacion original de DEAP. Por
otro lado, como la seleccion de estimulos en el DEAP se hizo exclusivamente en base
a la excitacion y la valencia, el desequilibrio resultante para las otras dos valoraciones
reunidas (dominancia y agrado) es mayor. Por ejemplo, como esta base de datos
no se centro en la elicitaciéon de emociones negativas, la proporcién de desequilibrio
observada en la dominancia indica la presencia de méas estimulos positivos en los que
los voluntarios valoraron un alto grado de control sobre la emocién evocada.

No obstante, en el caso de abordar el diseno de un sistema de reconocimiento bina-

rio de emociones de miedo, en el que se realiza una transformacion binaria a partir
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Table 4.2: Ratios de desequilibrio reportados por las voluntarias y los voluntarios
para la base de datos DEAP.

Clase Baja:Alta  Arousal Valencia Dominancia Liking
Ratio de Balanceo  1.4:1 1.2:1 1:1.6 2:1

de los espacios PA o PAD en lugar de dirigirse a la clasificacién de multiples nive-
les mediante modelos unidimensionales, los ratios de desequilibrio se detallan en la
Tabla 4.3. Estos ratios de desequilibrio deben contextualizarse en funcién del equi-
librio individual obtenido a través de las clasificaciones especificas autodeclaradas.
Por ejemplo, la Figura 4-5 muestra el balance de clases para cada voluntario después
de haber aplicado el mapeo binario de miedo de un espacio PA, que dio como re-
sultado "1" o la clase positiva para el Q2 (alta excitacién y baja valencia) y "0" o la
clase negativa para el resto de los cuadrantes. Obsérvese que el umbral del 25% esté
resaltado como marca de referencia que indica que, basandose en la verdad basica
original esperada por los investigadores, esta cantidad de estimulos deberia evocar
una emocion situada en el Q2. Como puede observarse, 17 del total de voluntarios
(32) presentan menos del umbral esperado dentro de la clase positiva, lo que afecta
fuertemente al ratio de desequilibrio de este mapeo binario. Ademas, hay incluso
un voluntario (23) que no ha informado de ninguna valoracién dentro de la clase
positiva. Estos hechos, ademas de explicar la elevada tasa de desequilibrio obtenida,
permiten comprender la complejidad de las diferencias interindividuales. No ob-
stante, los porcentajes medios de las clases considerando los 32 voluntarios son de
76,50% y 23,50% para las clases negativas y positivas respectivamente. Obsérvese
que el porcentaje medio de la clase positiva se acerca al 25% esperado. Este tltimo
hecho apoya las conclusiones obtenidas con la Figura 4-3, por la que afirmabamos
que se puede abordar una estrategia de etiquetado basada en 2D para disefiar un
sistema, de reconocimiento binario de emociones de miedo utilizando DEAP. Para el
mapeo binario aplicado al considerar un espacio PAD, la clase positiva esta deter-
minada por la baja dominancia, el alto arousal y la baja valencia, mientras que la
negativa viene dada por las otras combinaciones posibles. La figura 4-6 muestra el
balance de clases por sujeto en tal caso. Notese que en este grafico no se espera que
se alcance un umbral, ya que la etapa de seleccion de estimulos previa al etiquetado

se basé tunicamente en el arousal y la valencia. En este caso, hay tres voluntarios
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Table 4.3: Ratios de balanceo PA y PAD para la base de datos DEAP.

Clase NoMiedo:Miedo PA  PAD
Ratio de balanceo 3.2:1 6.3:1

(23, 27, 28) que no mostraron ninguna valoracién de clase positiva y los porcentajes
medios de clase son del 86,33% y del 13,67% para las clases negativas y positivas
respectivamente. Estos hechos explican claramente el mayor ratio de desequilibrio
con respecto a la binarizacién PA e indican que para esta base de datos el equilibrio
de la dimensién de dominancia no era crucial. Esto ltimo es esencial para nuestro
caso de uso debido a la necesidad de distinguir entre emociones especificas que sélo
difieren en la dimensién de dominancia, como el miedo y la ira, tal y como se co-
mento en el capitulo 2. No obstante, a pesar de este problema, se podria explorar
un sistema de reconocimiento de emociones binarias de miedo utilizando esta base
de datos como prueba de concepto. Ademads, como ya se ha senalado anteriormente,
se pueden aplicar diferentes técnicas de sobremuestreo para tratar estas condiciones

de desequilibrio extremo.
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Figure 4-5: Balance de clases por voluntario después de haber aplicado el mapeo

binario de miedo de un espacio PA.

Otro proceso esencial a la hora de evaluar la consistencia del etiquetado en los
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Figure 4-6: Balance de clases por voluntario después de haber aplicado el mapeo

binario de miedo de un espacio PAD.

diferentes voluntarios es observar las correlaciones interindividuales de las etique-
tas. Esta tarea proporciona informacién que puede relacionarse directamente con
los resultados obtenidos de los diferentes modelos de aprendizaje automatico. Por
ejemplo, considerando los dos mapeos binarios de miedo realizados, es decir, de
PA y de PAD, los resultados obtenidos tras una prueba de Levene y una prueba
de Kruskal-Wallis rechazaron la hipotesis nula de que las varianzas son iguales en
todos los voluntarios (p < 0,001). Obsérvese que ambos conjuntos de etiquetas
binarizadas presentan una distribucién no normal y que el nivel de significacion se
fijo en p < 0,05. Estos hechos conducen a la evaluacién y aplicacién de pruebas
de correlacion e independencia para estudiar el comportamiento de etiquetado de
los distintos voluntarios. Asi, la Figura 4-7a y la Figura 4-7b muestran los valores
p promediados para la correlacion de Spearman y la prueba de Chi-cuadrado de
independencia para el mapeo basado en el miedo PA, respectivamente. Nétese que
ambos son métodos no paramétricos para evaluar las diferentes asociaciones entre

variables. Sin embargo, el primero responde a asociaciones monétonas, mientras que
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el segundo proporciona informacién relacionada con la independencia de las variables
considerando cualquier tipo de asociacién. Los resultados arrojados por ambos pro-
cesos son cercanos, de hecho, ambos no rechazan la hipdtesis nula. Esto indica que
no existe ninguna diferencia estadistica entre los distintos grupos, es decir, la cor-
relacion se considera no significativa y las distintas variables son independientes. Por
lo tanto, podemos concluir que no hay pruebas suficientes para sugerir que exista una
asociacion entre la etiqueta binaria de los voluntarios. Ademaés, algunos voluntarios
(4, 8, 16, 21, 26) muestran valores p elevados en comparacién con los demaés, lo que
puede interpretarse como una mayor decorrelacién e independencia de sus etiquetas.
Las figuras 4-8a y 4-8b presentan los valores p promediados para el mapeo basado en
el miedo binario PAD y las mismas pruebas de correlaciéon e independencia. En este
caso, podemos observar una mayor decorrelacién e independencia para los distintos
voluntarios en comparacion con las pruebas anteriores. Esto permite conocer la dis-
tribucion del conjunto de datos de las etiquetas e incluso puede orientar el proceso
de diseno. Asi, de la comparacién de estas cifras y del estudio de consistencia de
las etiquetas se pueden extraer dos conclusiones principales (1) estos procesos per-
miten identificar a los voluntarios que proporcionaron un etiquetado muy distinto
durante los experimentos, y (2) aunque el espacio PAD proporciona méas informacién
en términos de modelado emocional, cuantas mas dimensiones se afiaden, menor es

la concordancia que se puede obtener de las calificaciones autodeclaradas por los

voluntarios.
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Figure 4-7: Valores p promediados para todos los voluntarios considerados y sus eti-
quetas aplicando: a) la correlaciéon de Spearman, y b) para la prueba Chi-cuadrado
de independencia. En este caso, las etiquetas se binarizan utilizando el mapeo basado
en el miedo binario.
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Figure 4-8: Valores p promediados para todos los voluntarios considerados y sus eti-
quetas aplicando: a) la correlacién de Spearman, y b) para la prueba Chi-cuadrado
de independencia. En este caso, las etiquetas se binarizan utilizando el mapeo basado
en el miedo binario.

A pesar de las diferencias de equilibrio y concordancia observadas al aplicar la
transformacion binaria de miedo de ambos modelos emocionales, el uso de la di-
mension de dominancia para distinguir adecuadamente la emocion de miedo, nos
llev6 a disenar el DEAP-b1 utilizando la transformacion binaria de miedo del espa-
cio PAD. Los resultados obtenidos con ese sistema, al considerar una perspectiva
independiente del sujeto, no fueron prometedores [183]. Por ello, decidimos simpli-
ficar el problema disenando un sistema que utilizara un mapeo binario de miedo
del espacio PA, DEAP-b2. Este ultimo mejor6 los primeros resultados y demostro
que un sistema de reconocimiento binario de emociones relacionadas con el miedo
era factible utilizando tnicamente informacién fisioloégica. Los detalles especificos
de cada uno de estos sistemas se presentan en la seccién 4.1.4. Ademas, hay que
tener en cuenta que los diferentes resultados recogidos en el estudio de equilibrio
de estimulos y consideracion de etiquetas que se ofrece en esta secciéon estuvieron

siempre presentes durante el disefio de dichos sistemas.

4.1.2 Analisis exploratorio de datos y procesamiento de fil-

tros
Durante la generacién de la base de datos del DEAP, los investigadores tuvieron
algunos problemas que afectaron a la adquisicién de los sensores de algunos volun-

tarios y a la recuperacion fisiologica disenada. En esta seccién, generamos diferentes
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graficos sincronizados con la metodologia experimental para realizar un analisis ex-
ploratorio de los datos y evaluar el comportamiento tanto desde el punto de vista
fisiolégico como del funcionamiento del sensor. Por ejemplo, la Figura 4-9 mues-
tra un ejemplo de una de las representaciones graficas para la evaluacién visual
fisiologica realizada durante este paso. En concreto, los graficos corresponden al ex-
perimento completo del voluntario nimero 22. Las senales representadas son GSR,
BVP, y SKT, de alto a bajo orden respectivamente. La sefial de sincronizacion
indica los diferentes estados del experimento: 20 estimulos representados por cada
diente de sierra y 20 tareas de asignaciéon de etiquetado en cada decadencia de los
mismos, a los que sigue una pausa y los 20 estimulos finales con su respectivo eti-
quetado. Cabe destacar que los datos mostrados se obtuvieron directamente de los
archivos ".bdf" (formato de datos de BioSemi generado por el software de grabacién
Actiview) proporcionados por la base de datos. Notese que también subieron una
version preprocesada de los datos, sin embargo, sélo aplicando un down-sampling
sin ninguna otra etapa de filtrado adicional. Asi, del analisis visual exploratorio de
los datos brutos de todos los participantes, obtuvimos tres conclusiones principales:
o Mientras que GSR y SKT mostraron una calidad aceptable, BVP necesit6 ser
filtrado para eliminar no sélo los ruidos de alta frecuencia, sino también el
wander de la linea de base, es decir, la tendencia de muy baja frecuencia que
se produce por el efecto de la respiracion en la adquisicion de PPG.
« La expectativa de una pausa fisiolégica no controlada (tras el estimulo 20), ex-
puesta durante el andlisis de la metodologia de la base de datos en la seccién
4.1, se confirma a primera vista al menos por el GSR. Obsérvese el incremento
del nivel tonico durante la pausa y que este comportamiento se repite en todos
los voluntarios. Desde el punto de vista de una base de datos de laboratorio
en la que las condiciones deben estar debidamente controladas, este tipo de
recuperacion puede dar lugar a efectos desconocidos para los sistemas de re-
conocimiento de emociones que se van a entrenar. Por lo tanto, en caso de
realizar una recuperacion o pausa fisiologica, podrian aplicarse otras estrate-
gias que dieran cuenta de una estabilizacion o desviacion real de las senales
fisiolégicas.

e Se observaron incoherencias en la temperatura fisiologica de la piel en difer-
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entes voluntarios. Estas se referfan a valores de temperatura cutanea muy
bajos. Por ejemplo, la senal SKT de la Figura 4-9 presenta una variacion de
29 °C a 25 °C, que no esta dentro de los rangos SKT normales y/o vélidos en
condiciones controladas de laboratorio. Este problema puede deberse a difer-
entes factores, como un mal funcionamiento de la adquisiciéon del sensor o una

fijacién incorrecta del mismo al cuerpo.
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Figure 4-9: Ejemplo de una de las representaciones graficas de la evaluacion visual
fisiologica realizada.

Para hacer frente a los diferentes problemas de ruido observados en el BVP, se
pueden disenar diferentes filtros. Por un lado, el ruido de alta frecuencia puede
filtrarse mediante un filtro Finite Impulse Response (FIR) de paso bajo de forma
directa. Por otro lado, el efecto residual de la linea de base o de la deriva de
baja frecuencia que se presenta en la senal puede eliminarse mediante una etapa de
filtrado Butterworth Infinite Impulse Response (IIR) de paso bajo hacia delante y
hacia atras. En concreto, la técnica forward-backwards maneja la fase no lineal de
dichos filtros. Por ejemplo, un ejemplo de la aplicacién de estos diferentes procesos de
filtrado para un fragmento especifico de la senal anterior se muestra en la Figura 4-10.
Cabe senalar que estas dos etapas de filtrado detallado pueden ser independientes,
es decir, no tienen que aplicarse estrictamente una tras otra. De hecho, s6lo hemos
empleado el filtro FIR para DEAP-b1 y DEAP-b2. Esta consideracion se baso6 en el
hecho de observar derivas de baja frecuencia dentro de la senial durante la extraccion
de caracteristicas. El filtro FIR disenado dio como resultado una frecuencia de corte
de 3,5 Hz con una atenuacion de -6 dB. Obsérvese que durante el proceso de disefio

se utilizo una ventana Hamming para minimizar adecuadamente el primer 16bulo
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Figure 4-10: Ejemplo de filtrado para la extraccion y eliminacién de la linea de base
mediante el filtrado IIR, y la eliminacién del ruido alto.

En cuanto al problema de SK'T con algunos de los voluntarios, 11 de 32 voluntarios
estaban afectados. Por lo tanto, sélo se consideraron 21 voluntarios validos para el
DEAP-bl. Sin embargo, después, la necesidad de aumentar el conjunto de datos
llev6 a considerar el conjunto completo de voluntarios para el DEAP-b2 a expensas
de omitir SK'T y utilizar s6lo GSR y BVP.

Como ya se destaco en el capitulo 3, la mayoria de las bases de datos de re-
conocimiento de emociones disponibles al ptblico no realizan un analisis exploratorio
exhaustivo de los datos durante o después de la generacion del conjunto de datos.
Este hecho puede dar lugar a comportamientos inesperados a la hora de disenar
sistemas de reconocimiento de emociones. Por lo tanto, este paso es necesario para

garantizar la calidad de los datos proporcionados.

4.1.3 Extracciéon de caracteristicas
El diseno de DEAP-bl fue nuestro primer sistema de reconocimiento binario de
emociones de miedo [183], que siguié un enfoque de calculo aproximado al no aplicar

ningiin procedimiento de extraccién de caracteristicas, es decir, reducir la comple-
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jidad del sistema a cambio de disminuir la precision [187]. En su lugar, solo se
consider¢ el valor filtrado de cada variable fisiologica. Este enfoque de fuerza bruta
es opuesto a otros enfoques, que emplearon mas de cien caracteristicas extraidas
de las senales fisiol6gicas, como el trabajo original de DEAP [138]. La decisién de
un sistema de extraccion de caracteristicas bare-metal de este tipo fue motivada
por una exploracién inicial de las posibilidades de diseno al tratar directamente con
datos filtrados y/o crudos, y por los limitados recursos integrados que presentaba la
primera versién de Bindi (64KB de RAM). Nétese que otras publicaciones recientes,
como [184], también utilizaron directamente los datos en bruto para generar motores
de aprendizaje automéatico de miedo.

Al contrario que el DEAP-b1, nuestro segundo sistema de reconocimiento bina-
rio de miedo propuesto, el DEAP-b2 [181], implementé técnicas convencionales de
extraccion de caracteristicas usualmente empleadas en la literatura. Se extrajeron
utilizando toda la duracién del clip de video, es decir, ventanas de procesamiento
de 60 segundos. La tabla 4.4 presenta la lista completa de caracteristicas para las
dos senales fisiologicas consideradas en este sistema. En las siguientes subsecciones
se ofrecen detalles especificos y la justificacion de las caracteristicas.

Es necesario aplicar diferentes procesos de delineacion para obtener puntos fisiol6gi-
cos especificos para cada senal antes de extraer las caracteristicas de las senales, como
se explica en la seccion 2.5. Por ejemplo, la senal BVP requiere la identificacién de
picos y valles. Para el sistema DEAP-b2, esto se hace implementando el mismo
algoritmo de delineacion BVP que se propone en [148]. Para la sefial GSR hay que
extraer también los componentes ténico y fasico, SCL y SCR. En este caso, asum-
imos una combinacion lineal de estos dos componentes representada en la ecuacion
2.7. La tendencia de la senal GSR se obtiene mediante un filtro de mediana maévil
con una ventana deslizante de +/— cuatro segundos, que se basa en sustituir cada
entrada por la mediana de las entradas vecinas para dicha ventana. Después, la

tendencia se resta directamente a la senal GSR, lo que da el componente SCR.

4.1.3.1 Dominio Temporal
Las caracteristicas del dominio del tiempo pueden dividirse en dos grupos princi-
pales: estadisticas de orden superior y caracteristicas morfologicas.

Dentro del primer grupo, el bloque principal es el calculo del promedio de la senal
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Table 4.4: Caracteristicas extraidas del sistema DEAP-b2.

Sensor Domain Features
PPG/BVP Time-domain: Average of filtered signal
(13) (3) Mean of Inter-Beat-Interval
Heart Rate Variability
Frequency-domain: Power spectral density of four bands
(5) (0-0.1 Hz, 0.1-0.2 Hz, 0.2-0.3 Hz and 0.3-0.4 Hz)

Inter-Beat-Interval spectral density ratio between
0-0.08 Hz and 0.15-0.5 Hz bands

Non-linear domain: Inter-Beat-Interval Multi Scale Entropy
(5) (five levels)
GSR Time-domain: Average of filtered signal
(7) (7) Number of ERSCR peaks per second

Average relative amplitude of ERSCR peaks per second
Average rise time of ERSCR peaks per second
Standard deviation of filtered signal
25th percentile value
75th percentile value

dentro de una ventana de procesamiento, en la que se adquieren un total de N

muestras a una frecuencia de muestreo especifica f,. El promedio sigue

1
pX = Z X, (4.4)

donde X representa las senales BVP o GSR. Para el caso de la BVP, el valor
medio esta relacionado con la resistencia periférica, que es responsable del tono
vascular, como se indica en el capitulo 2. Ademads, cuando no se aplica el método
de eliminacion de la linea de base, esta informacion se mezcla con los efectos de la
amplitud de la respiracién, que pueden afectar a las partes de CC y de muy baja
frecuencia de la senal (ecuacién 2.6). Para el caso GSR, el promedio de la senal
contiene informacion de la parte estacionaria del nivel ténico de la senal o SCL. Por
lo tanto, esta fuertemente relacionado con la cuantificacion del arousal. Para tener
en cuenta la variabilidad de dicha informacion, también se considera la desviacion

estandar del GSR dada por la raiz cuadrada de la varianza, ecuacion 4.5

1 N
T =1

Por ultimo, los restantes procedimientos estadisticos de orden superior son los cuar-

tiles 25 y 75 de los elementos de procesamiento de la ventana actual. Estos también
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se aplican inicamente a la sefial GSR y se obtienen mediante un algoritmo basado
en la ordenacion.

En cuanto a los rasgos morfologicos, se caracterizan por la identificaciéon de los
puntos fisiolégicos de delineacién dentro de la ventana de procesamiento actual. La
senal BVP se somete a la extraccion de dos rasgos morfologicos: la media y la
variabilidad del IBI. Esta métrica es la diferencia temporal entre los diferentes picos
sistolicos identificados. Su media y variabilidad estan relacionadas con la respuesta
del ANS. En concreto, indican los cambios de la variabilidad cardiaca en respuesta a
factores de estrés agudos (videos). Obsérvese que esta informacién permite rastrear
la respuesta del sistema cardiovascular, y esta variabilidad se espera de una persona
sana. Por el contrario, podria ocurrir que para personas con una condicién de estrés
cronico, como el PTSD, presente una variabilidad minima o nula. La serie temporal

del IBI viene dada por la ecuacién 4.6
IBI, = tsys, ., — tsys,» (4.6)

donde tgys, ., ¥ tsys, son las posiciones temporales de los picos sistolicos n + 1y n,
respectivamente. Suele expresarse en milisegundos y oscila entre 1000 ms y 600 ms
(60-100 BPM) cuando estd en condiciones de reposo. La variabilidad del IBI o
Heart Rate Variability (HRV) se calcula como la desviacién estandar de los IBI
recogidos a lo largo de la ventana de procesamiento, que también se conoce como
SDNN. Notese que ésta es una de las diferentes opciones posibles para calcular el
HRV. Cuando se trata de la senal GSR, el nimero, la amplitud y el tiempo de
subida de los diferentes picos ERSCR se extraen utilizando el componente SCR
obtenido tras la sustraccién de la tendencia. Por lo tanto, para extraer estas tres
caracteristicas, se ejecuta un método de trough-to-peak sobre el SCR. Para esta
implementacion, asumimos que el criterio de amplitud normalmente aceptado para
discernir ERSCRs sobre un estimulo externo es 0.01 microS [112]. Nétese que estas
tres caracteristicas se expresan en (1S/seg, es decir, se calculan y normalizan por el
tiempo de procesamiento de la ventana, en este caso la duracion del video.

Aunque las caracteristicas basadas en el dominio del tiempo no pueden tratar la in-
formacion fisiologica no estacionaria, proporcionan un punto de partida fuertemente

respaldado y validado para cualquier sistema de reconocimiento de emociones.
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4.1.3.2 Dominio Frequencial

Antes de abordar cualquier extraccién de informacién en frecuencia, la resoluciéon
en frecuencia debe ajustarse en consecuencia para poder obtener todas las bandas de
densidad espectral de potencia (PSD) establecidas. De hecho, dicha resolucién sélo
depende de la longitud temporal de la ventana de procesamiento. Por ejemplo, en
este caso, un tamaifio de ventana de 60 segundos da como resultado una resolucion

de frecuencia de 0,016 Hz/bin dada por la ecuacién 4.7

fs 1

f = —=
e fs * Een Een ’

(4.7)

donde Tj,., es el tamano de la ventana en segundos, fs es la frecuencia de muestreo de
la senal discreta, y f..s es la resolucion de frecuencia en Hz/bin. Obsérvese que esta
ultima se refiere a la diferencia de frecuencia entre cada bin, es decir, los resultados o
bins de un algoritmo FF'T indican la respuesta de la magnitud de la frecuencia para
frecuencias centradas especificas separadas por f,.s, Figura 4-11. En nuestro caso,
el primer bin de frecuencias esta centrado en 0,016 Hz, el segundo esta centrado en
0,033 Hz, y asi se hace para los siguientes bins consecutivos. Asi, teniendo en cuenta
que la banda de PSD mas baja a extraer esta limitada de 0 a 0,1 Hz para la senal
de BVP, el uso de esta longitud de ventana temporal es suficiente para tratar todas

las bandas de PSD necesarias y obtener una separaciéon adecuada entre ellas.

12 k

'
'

>

I I B B H B B B B B >
fres f % Frequency
Figure 4-11: Tlustracion de la resolucion de la frecuencia y ubicacion de los bines de
frecuencia basados en una ventana de procesamiento de 1" segundos.

Las caracteristicas en el dominio de la frecuencia para el DEAP-b2 sé6lo se contem-
plaron utilizando la senal BVP. Se extrajeron cuatro bandas de baja frecuencia PSD
de la senal filtrada junto con la relacién PSD de la contribucién de baja frecuencia
y la de alta frecuencia de los IBIs extraidos. Por un lado, las cuatro bandas de baja
frecuencia van de 0 a 0,4 Hz en pasos de 0,1 Hz. Esto permite recoger informacion
sobre los componentes de baja frecuencia dentro del BVP, es decir, principalmente

los efectos respiratorios. Por otro lado, la relaciéon PSD de las bandas de baja y
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alta frecuencia para los IBI extraidos se basa en la activacion simpatica y parasim-
patica. Por ejemplo, en el caso de que la varianza de IBI observada fuera muy baja,
la actividad cardiaca seria estable o constante, lo que desde el punto de vista fre-
cuencial implica que las bandas de muy baja frecuencia tienen mas potencia que las
de alta frecuencia. Hay que tener en cuenta que este estado fisiolégico podria ser
desencadenado por factores de estrés agudos, es decir, en nuestro caso las emociones
negativas que conducen a la activacién simpatica. Sin embargo, cuando se esta en
condiciones de reposo, la varianza del IBI sera alta, lo que conduce a la activacion
de las bandas de alta frecuencia. Esto se representa en la Figura 4-12, que muestra
una representacion y relacion ideal entre las partes de baja frecuencia (LF) y de alta
frecuencia (HF) del IBI PSD, dada por la Task Force de la Sociedad Europea de
Cardiologia [8]. Como se puede observar, aunque la parte de HF ocupa un mayor
rango espectral en comparacion con la parte de LF, se obtiene un incremento evi-
dente en LF al no estar en condiciones de reposo y normalizar ambos factores. Hay
que tener en cuenta que se pueden dividir en méas bandas internas, proporcionando
informacion relativa a las frecuencias ultrabaja, muy baja, muy alta y ultraalta. En
este caso, utilizamos una distincion gruesa agrupandolas en dos bandas principales:

de 0 a 0,08 Hz para LF y de 0,15 a 0,5 Hz para HF.
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Figure 4-12: Representacion ideal y relacion entre las partes de baja frecuencia (LF)
y de alta frecuencia (HF) de la IBI PSD [8].

(]o)s
S

La PSD se calculé utilizando el estimador de promedio de segmentos superpuestos
de Welch. Hay que tener en cuenta que la resolucién de frecuencia para la IBI no
es la misma que para la senal BVP filtrada, ya que la IBI es una sefial muestreada
o adquirida de forma irregular. Esto implica que para una ventana temporal fija,

el nimero de IBIs recogidos puede no ser el mismo para diferentes ventanas de
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procesamiento. Por ejemplo, considerando una ventana de procesamiento fija de 60
segundos, un 40 BPM estable llevaria a una resolucion de frecuencia de 0,025 Hz /bin,
mientras que un 100 BPM estable llegaria hasta 0,01 Hz/bin. Obsérvese que el peor
escenario serd la frecuencia cardiaca més baja. Para mantener una resolucién de
frecuencia fija independientemente de la variabilidad de las BPMs, los puntos de IBI
obtenidos se interpolan y remuestrean a 8 Hz, con lo que se consigue 0,031 Hz/bin.
Esto ultimo es suficiente para tratar todas las bandas de PSD necesarias y obtener

una separacion adecuada entre ellas.

4.1.3.3 Dominio No-lineal

El dltimo conjunto de caracteristicas a extraer se basa en informacion no lineal. En
el caso del sistema DEAP-b2, éstas se aplican tinicamente a la senal IBI extraida.
Asi como la informaciéon proporcionada por la senal GSR estd mas directamente
relacionada con la activaciéon SNS debida a las glandulas sudoriparas ecrinas, la
informacion obtenida de la senal BVP puede presentar una amplia gama de com-
portamientos que se producen por diferentes combinaciones o no linealidades fisi-
olégicas (SNS y PNS) y fisicas. Estas pueden identificarse como factores vasculares
o hemodindmicos que se modifican por factores estresantes externos o incluso por
la homeostasis hacia la termorregulacién en diferentes condiciones fisicas. Asi pues,
las caracteristicas no lineales pueden aportar informacion que los métodos lineales
pierden. De hecho, la superioridad de los métodos no lineales cuando se aplican al
reconocimiento de emociones utilizando informacién fisioldgica es un tema candente
en la actualidad [188].

Se sabe que el comportamiento fisioloégico no lineal puede verse en diferentes escalas
de tiempo, como los ritmos circadianos. Por lo tanto, para este sistema utilizamos la
Multi-Scale Entropy (MSE) introducida en [189] para considerar el aspecto no lineal
de la serie temporal IBI y una dependencia de la escala temporal. FEsta métrica
amplia la entropia de la muestra a diferentes escalas temporales para proporcionar
una perspectiva adicional cuando la escala temporal de relevancia es desconocida,
como es nuestro caso. Todos los célculos se basan en la entropia estadistica dada

por la ecuacion 4.8

H(X) = =>_ p(Xi)log(p(Xy)), (4.8)

donde p(X;) es la funcién de masa de probabilidad para el bloque de datos i. Ob-
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sérvese que se trata de una medida de la incertidumbre media de la senal analizada,
es decir, una serie temporal con fluctuaciones no periddicas generara valores mas
altos que una senial sinusoidal pura (no caética). Asi, el célculo de la entropia de la
muestra comienza segmentando la serie temporal de N puntos por una dimension
de incrustacion m, donde m < N. Esto lleva a N — m + 1 tales segmentos. A
continuacion, se calcula la distancia d entre los distintos puntos m-dimensionales y
se compara con un umbral predefinido r. En caso de que d < r, los dos segmen-
tos se consideran similares y se almacena una clasificaciéon positiva de "1" m, de
lo contrario se anota una clasificacion nula de "0". Esto se hace igualmente para
m —+ 1. Finalmente, los resultados se expresan mediante las matrices: expresadas en

las ecuaciones 4.9 y 4.10

Alm,7) = & L — z:;m o(r — dy), (4.9)
Blm+1,r) = N—1m+1 S O(r — diga), (4.10)

i=1
que se utilizan para proporcionar la entropia final de la muestra expresada en la

ecuacion 4.11

SampEn(X) = —log <lm> : (4.11)

La extensién que MSE introduce dentro de la entropia de la muestra es el grano
grueso o el muestreo descendente de la serie temporal en diferentes escalas de tiempo.
Asi, en cada nivel (escala temporal), la serie temporal de grano grueso se obtiene
promediando los respectivos puntos de la serie temporal. Esto se ilustra en la figura
4-13 y se expresa matematicamente mediante la ecuacién
1
y}:;‘ Z x;, 1 <j < N7, (4.12)
i=(j—1)1

donde 7 es la escala de tiempo o nivel. Por tultimo, se calcula la entropia de la
muestra sobre los y; obtenidos. En nuestro analisis, empleamos un MSE de cinco
niveles (7 = 5), fijamos m = 2, y r = 0,20, donde o es la desviacién estandar de
la serie temporal IBI. Obsérvese que estos parametros se eligieron basandose en

trabajos anteriores en la literatura que tratan sobre el reconocimiento de emociones

Jose A. Miranda, Tesis Doctoral 118



4.1. Clasificacién del miedo usando DEAP

y este tipo de caracteristicas no lineales [190].

Timescalel: x; Xy X3 X4 X5 Xg X7 Xg .. XN—1 XN
— —
B4 V2 V3 Va YN
Timescale2: x; X, X3 X4 Xg Xg X7 Xg Xg . Xy—2 Xn—1 Xy
1 V2 Y3 YN
Timescale5: x; X, X3 X4 Xg Xg X7 Xg X9 X109 X11 X12 o XN—2 XN—1 XN
V1 V2 - YN

Figure 4-13: Cada serie temporal de grano grueso obtenida para cada nivel de la
técnica o algoritmo de extraccion de caracteristicas MSE.

4.1.4 Sistemas de clasificaciéon del miedo

En los siguientes apartados se detallan y explican los resultados obtenidos con los
sistemas DEAP-bl y DEAP-b2. Obsérvese que todas las especificaciones relativas
a la transformacion del mapa de etiquetado, el andlisis exploratorio de datos, el
procesamiento de datos y la extraccion de caracteristicas ya se han detallado en las

secciones anteriores de este capitulo.

4.1.4.1 Sistema DEAP-b1

Este sistema [183] fue, hasta donde yo sé, el primero en la literatura en proponer
y validar el mapeo binario especifico del miedo utilizando el espacio PAD y sélo
tres variables fisiologicas. Como ya se ha dicho en apartados anteriores, sélo se
emplearon 21 de los 32 voluntarios del DEAP, y no se aplicé ninguna extraccion
de caracteristicas como tal, sino que se consideré el valor filtrado de cada variable
fisiolégica. Cada voluntario fue sometido a un escalado de 0 — 1 para el conjunto
completo de valores fisiologicos recogidos durante el experimento. Para la clasifi-
cacion, de cara a una primera prueba de concepto de implementacion embebida del
sistema, consideramos un algoritmo perezoso, concretamente, un KNN. Tenga en
cuenta que el valor de k se fij6 a la raiz cuadrada del tamano del conjunto de en-
trenamiento, que es una practica comunmente aplicada. Para simplificar el calculo,

se considera la distancia euclidiana para comparar dos muestras. Para ser justos en
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esta comparacion y evitar los problemas relacionados con los valores en diferentes
unidades y escalas, cada uno de los tres valores de una muestra se normaliza como se
ha indicado anteriormente (escala de 0 — 1). Por 1ltimo, para la validacién, imple-
mentamos una estrategia de Hold-Out CV y realizamos un barrido experimental de
parametros para la relaciéon de Hold-Out. Ademads, para hacer frente a la situacion
de fuerte desequilibrio en el etiquetado, decidimos aplicar el aprendizaje sensible
a los costes mediante el ajuste de un parametro de coste de clasificacion errénea.
Esta practica se utiliza habitualmente en los problemas de clasificacion binaria de
desequilibrio. En este caso, dicho parametro define una penalizacién que da mas
importancia (peso) a los falsos negativos producidos. Por lo tanto, el uso de esta
penalizacién es 1til para reducir la tasa de falsos negativos en nuestro sistema, que es
fundamental para la aplicacién de la violencia de género. Por ejemplo, al considerar
a Bindi, el brazalete se encuentra en realidad en la parte inferior de una cascada de
dispositivos mas potentes, por lo que este dispositivo wearable restringido podria
actuar como disparador para ejecutar algoritmos mas complejos en capas superiores
si fuera necesario. De ahi que sea esencial reducir el nimero de falsos negativos en
este primer paso, aunque penalice la precision.

Como primer paso en la evaluacion de DEAP-b1, nos centramos en los datos de
un voluntario arbitrario, el nimero 18 (p18). Para este voluntario concreto, hay un
total de 256.358 muestras o instancias de cada variable fisiologica recogidas durante
todo el experimento (40 clips). El algoritmo KNN se entrena utilizando diferentes
valores de Hold-Out y costes de clasificacion errénea. Para cada combinacion de
Hold-Out y miss-classification, se generan aleatoriamente 30 sistemas de inteligen-
cia independientes para tener validez estadistica en los resultados obtenidos. Se
analizan y comparan diferentes métricas como la precision, la especificidad (o tasa
de verdaderos negativos), la sensibilidad (o tasa de verdaderos positivos) y la media
geométrica entre la sensibilidad y la especificidad. Cabe mencionar que el uso de la
memoria se ve fuertemente afectado por la proporcién de Hold-Out, ya que es nece-
sario almacenar el espacio de entrenamiento completo para procesar mas muestras y
proporcionar futuras inferencias. Asi, el espacio de diseno para el ratio de Hold-Out
va de 0,7 a 0,9999, lo que lleva a un tamano del conjunto de entrenamiento del 30%

al 0,01%.

Jose A. Miranda, Tesis Doctoral 120



4.1. Clasificacién del miedo usando DEAP

100

95

90

<
é, 85
> J
%)
S 80
=
o
S J
< >
75 —mholdout 0.7 [a—
4 |—®@— holdout 0.8 - »—r »
70 4- —A— holdout 0.9
—w¥— holdout 0.99
4 |~ holdout 0.999
65 | |- holdout 0.9999 »
T T T T ; T : .
0 5 10 15 20
Cost

Figure 4-14: Exactitud frente al coste de la clasificacién errénea para pl8.

La figura 4-14 muestra la precisién frente al coste de la clasificacién errénea para
los diferentes valores de Hold-Out en pl8. Analizando esta figura, comprobamos
que i) la precision es mejor para valores mas bajos de Hold-Out (el conjunto de
entrenamiento es mayor y entonces, el sistema estd mejor caracterizado) y ii) la
precision suele disminuir a medida que aumenta la penalizacion por clasificacion
errénea (el nimero de falsos negativos se reduce, pero también aumenta el niimero
de falsos positivos). La figura 4-15 muestra la sensibilidad frente al coste de la
clasificacién errénea para los diferentes valores de Hold-Out en pl18. Analizando
esta figura, comprobamos que la sensibilidad aumenta con el coste de la clasificacion
erronea en funcion del mecanismo de esta penalizacion. La figura 4-16 muestra la
especificidad frente al coste de la clasificacion errénea para los diferentes valores
de Hold-Out en pl8. En esta figura, la especificidad disminuye con el coste de
clasificacion errénea basado en esta penalizacién. Notese que la leyenda de las dos
ultimas figuras es la misma que la primera.

Aplicando este andlisis al resto de los voluntarios y observando comportamientos
similares, determinamos que un coste de clasificacién errénea de 8 unidades puede
ser adecuado para el conjunto de datos actual. Sin embargo, en el caso de la relacion
Hold-Out, esta decision no es inmediata ni se basa puramente en el rendimiento, ya
que es necesario estudiar el impacto en la memoria y el calculo de este pardametro.
Asi, la Tabla 4.5 muestra, para cada valor de Hold-Out para el voluntario pig, €l
tamano del conjunto de entrenamiento, la memoria necesaria considerando dicha

asignacion del conjunto de entrenamiento y la memoria consumida por el algoritmo
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Figure 4-15: Sensibilidad frente al coste de la clasificaciéon erréonea para pl8.
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Figure 4-16: Especificidad frente al coste de la clasificacion errénea para pl8.

KNN, asi como una estimacién del nimero de operaciones. Nétese que la memoria
utilizada en KB se basa en un tipo de datos enteros de 32 bits, y el nimero de op-
eraciones se basa en la complejidad computacional media del método de ordenacion
rapida que suele encontrarse en las implementaciones de KNN. Esta complejidad
es O(n log n), donde n es el nimero de elementos a ordenar, es decir, el tamano
del conjunto de datos de entrenamiento. Analizando esta tabla, comprobamos que
el valor de Hold-Out tiene un impacto importante en la memoria utilizada y en el
numero de operaciones a computar. De hecho, pasar de 0,999 a 0,99 conlleva mas
de 13 veces mas operaciones. Estos aspectos son criticos para un sistema de edge-

computing como Bindi. En consecuencia, después de analizar las tendencias en las
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Hold-Out tamaifio entrenamiento memoria usada (kB) operaciones

0.7 76907 976.36 375767
0.8 51272 650.91 241483
0.9 25636 325.45 113024
0.99 2564 32.54 8739
0.999 256 3.25 618
0.9999 26 0.32 36

Table 4.5: Impacto del tamano del conjunto de entrenamiento en la memoria y el
calculo para p18. Enfoque dependiente del sujeto.

figuras 4-14, 4-15 y 4-16, el valor de Hold-Out se fija en 0,99.

Sobre la base de los valores definidos anteriormente para el coste de retenciéon y
de clasificacién errénea, la tabla 4.6 muestra las métricas de precisiéon, sensibilidad,
especificidad y media geométrica para todos los voluntarios considerados en el con-
junto de datos. Obsérvese que todos los voluntarios tienen un tamano comparable
a pl8, por lo que fijamos el mismo valor de Hold-Out. En este caso, también se han
entrenado 30 sistemas independientes para que cada modelo tenga validez estadis-
tica. Analizando esta tabla, comprobamos que, por término medio, la precisién, la
sensibilidad, la especificidad y la media geométrica fueron de 0,85, 0,99, 0,81 y 0,81
respectivamente. Obsérvese que la media mas alta y la varianza mas baja de la sen-
sibilidad en comparacién con las demés métricas se debe al coste de la clasificacion
erronea, es decir, el sistema estd més sesgado hacia la clase positiva.

En caso de considerar un enfoque independiente del sujeto y aplicar el mismo coste
de clasificacion errénea, el Hold-Out podria reevaluarse en términos de consumo de
memoria. Asi, la tabla 4.7 muestra, para cada valor de Hold-Out, el tamano del
conjunto de entrenamiento al mezclar los datos de todos los voluntarios considerados
en el conjunto de datos, la memoria utilizada en kB se basa en un tipo de datos
enteros de 32 bits, y el nimero de operaciones sigue el mismo enfoque de célculo que
para el caso dependiente del sujeto. Analizando esta tabla, comprobamos que, para
este sistema, un valor de Hold-Out igual a 0,999 es comparable a un valor de 0,99
para el caso dependiente del sujeto en la Tabla 4.5, es decir, necesitamos reducir el
ratio de Hold-Out para conseguir un ntmero similar de puntos en el conjunto de
datos de entrenamiento. La tabla 4.8 muestra las métricas de precision, sensibilidad,
especificidad y media geométrica para el caso independiente del sujeto asumiendo
diferentes valores de Hold-Out y considerando el coste de clasificacion errénea de 8

de antes. En concreto, las métricas obtenidas para el Hold-Out de 0,999 son signi-
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Precisién Sensibilidad Especificidad Media Geométrica Voluntarios/as

0.71 0.97 0.67 0.81 i
0.93 1.00 0.85 0.92 P
0.80 0.97 0.77 0.86 3
0.79 0.97 0.85 0.90 P
0.96 0.97 0.97 0.97 s
0.91 0.99 0.94 0.96 o
0.99 1.00 0.97 0.98 pr
0.86 0.97 0.89 0.92 s
0.86 1.00 0.80 0.89 o
0.83 0.98 0.88 0.92 Pio
0.94 1.00 0.87 0.93 P
0.69 1.00 0.52 0.72 Pr2
0.84 1.00 0.73 0.85 P13
0.76 0.99 0.70 0.83 P
0.79 1.00 0.66 0.81 Pis
0.71 0.99 0.74 0.85 Pis
0.87 1.00 0.86 0.92 pir
0.93 1.00 0.94 0.96 Dis
0.82 0.99 0.79 0.88 Pio
0.84 1.00 0.81 0.90 Pao
0.77 0.99 0.74 0.85 o1

0.84 (0.08)  0.99 (0.01) 0.81 (0.11) 0.88 (0.06) (o)

Table 4.6: Métricas de precision, sensibilidad, especificidad y media geométrica para
cada voluntario asumiendo un coste de retencion y de clasificacion errénea de 0,99
y 8, respectivamente. Enfoque dependiente del sujeto.

ficativamente inferiores a las del caso dependiente del sujeto. Ademas, comprobamos
que las tres métricas mejoran al considerar valores mas bajos de holdout, como para
el caso dependiente del sujeto. Sin embargo, su alto impacto en la complejidad es-
pacial y temporal hace que su implementacion en dispositivos de borde restringido
no sea factible.

Por lo tanto, basandonos en estos experimentos, podemos concluir que una imple-
mentacién dependiente del sujeto puede mejorar significativamente el rendimiento
de la inferencia del estado emocional en un dispositivo wearable de tamafio reducido.
En concreto, el enfoque dependiente del sujeto proporciona hasta 0,84, 0,99, 0,81 y
0,88 de precision, sensibilidad, especificidad y media geométrica de media, mientras
que el enfoque independiente del sujeto proporciona hasta 0,54, 0,88, 0,47 y 0,62,
para las configuraciones elegidas. Para este tltimo enfoque, en el caso de Bindi,

que pretende proporcionar un motor de aprendizaje automatico del miedo para ser
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desplegado en la vida real, la sensibilidad deberia ser cercana a 1,00 para maximizar
la deteccion de verdaderos positivos, como ocurre con el enfoque dependiente del
sujeto.

A pesar de la evidencia de los resultados, la estrategia Hold-Out utilizada para am-
bos modelos, dependiente e independiente del sujeto, puede conducir a resultados
demasiado optimistas. Esto se debe a que las entradas del sistema son los valores
fisiologicos filtrados y el Hold-Out aplicado no tuvo en cuenta si pertenecen al mismo
video. Asi, los procesos de entrenamiento y de prueba podrian estar utilizando infor-
macién del mismo conjunto de datos fisiologicos recogidos durante la visualizacion

de un determinado videoclip.

Hold-Out tamano entrenamiento memoria usada (kB) operaciones

0.98 76555 971.89 373892

0.99 38277 485.94 175423
0.999 3828 48.59 13715
0.9999 383 4.86 989

Table 4.7: Impacto del tamano del conjunto de entrenamiento en la memoria y el
calculo. Enfoque independiente de la materia.

Precision Sensibilidad Especificidad Media geométrica Hold-Out

0.66 0.96 0.52 0.71 0.980
0.64 0.95 0.50 0.69 0.990
0.54 0.88 0.47 0.62 0.999
0.50 0.81 0.45 0.60 0.9999

Table 4.8: Exactitud, sensibilidad, especificidad y media geométrica para cada re-
tencion probada asumiendo un coste de clasificacion errénea de 8. Enfoque inde-
pendiente del sujeto.

4.1.4.2 Sistema DEAP-b2
Durante la investigacion y el desarrollo del sistema DEAP-b1, identificamos cinco
inconvenientes diferentes:
1. El bajo nimero de voluntarios podria afectar a la variabilidad de los datos.
2. La complejidad y el desequilibrio del mapeo binario de miedo de PAD fue
particularmente alto para esta base de datos.

3. El hecho de no haber tenido en cuenta la extracciéon de caracteristicas podria
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llevar a la pérdida de informacion fisiologica de interés.

4. La aplicacién de una estrategia de Hold-Out sobre los valores fisiologicos fil-
trados podria dar lugar a métricas demasiado optimistas.

5. La complejidad espacial de este algoritmo perezoso de KNN era considerable-
mente alta cuando se consideraban valores de Hold-Out bajos.

El primer inconveniente puede solucionarse considerando el conjunto completo de
voluntarios a expensas de omitir la sefial SK'T de todos ellos. Obsérvese que durante
el analisis exploratorio de los datos se encontraron imprecisiones en SK'T para un
total de 11 voluntarios. La segunda deficiencia puede paliarse aplicando el mapeo
binario del miedo a partir de PA, que mostré una relacién de desequilibrio menor.
La tercera razon es una de las mas sensibles desde el punto de vista fisiologico, ya
que al considerar solo los valores filtrados en bruto, estamos perdiendo toda la infor-
macién temporal, morfolégica, basada en la frecuencia y no lineal. El cuarto incon-
veniente debe solucionarse para evaluar adecuadamente el rendimiento del sistema
y garantizar que no se proporcione a la fase de entrenamiento ninguna informacion
relacionada con las pruebas o incluso con las mismas. Por tltimo, el quinto incon-
veniente afecta al tamaifio del conjunto de entrenamiento y motiva la evaluacion de
diferentes algoritmos de clasificacién que proporcionen menos requisitos de espacio.
En base a estos problemas identificados, el sistema DEAP-b2 [181] intent$ superar-
los considerando los 32 voluntarios del DEAP, sélo los datos de los sensores PPG y
GSR, un mapeo binario del miedo utilizando el espacio PA, y un conjunto completo
de 20 caracteristicas que incluyen el dominio temporal, frecuencial y no lineal, (enu-
meradas en la Tabla 4.4 y detalladas en la Seccion 4.1.3). Ademads, el proceso de
extraccién de caracteristicas se aplicé considerando una ventana de procesamiento
de 60 segundos, que se correspondia con la duracién del estimulo y proporcionaba
un conjunto de 20 caracteristicas por video. De este modo, nos aseguramos de que
no se da informacién dentro del mismo video tanto en el entrenamiento como en la
prueba al realizar la estrategia de Hold-Out.

Ademas de simplificar el problema de etiquetado y reducir el ratio de desequilibrio
mediante la eleccién de un mapeo binario de miedo basado en el espacio PA, se aplico
una técnica de sobremuestreo sobre los datos de la clase minoritaria (miedo). En

concreto, se aplic6 SMOTE para tratar los problemas de equilibrio observados [191].
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Esta técnica se basa en un enfoque de sobremuestreo de la clase minoritaria que
genera nuevas muestras considerando los vecinos k£ mas cercanos, en lugar de un
sobremuestreo con reemplazo. Asi, en lugar de tener 1280 instancias (32 voluntarios
x 40 videos) con un ratio de equilibrio de clase de aproximadamente 76/24% (nega-
tivo/positivo), conseguimos un ratio de equilibrio de clase de hasta 50/50% con un
total de 1800 instancias. Obsérvese que el valor k para el SMOTE se fij6o en 5.

En cuanto a los clasificadores especificos utilizados en este sistema, se utilizaron
Gaussian naive Bayes (ecuacion 4.2) y SVM con RBF kernel. Esta decisién se basé
en la consideracion de dos hechos principales:

 Decidimos utilizar el mismo clasificador utilizado por DEAP (Gaussian naive
Bayes) para proporcionar una comparacién justa con respecto al conjunto de
datos original.

o Para superar la complejidad espacial de KNN, se aplica un clasificador SVM
con RBF kernel, ya que conserva todas las ventajas del algoritmo KNN, al-
macenando s6lo los vectores de soporte durante el entrenamiento en lugar de
todo el espacio de entrenamiento.

Ademas del escalado de 0—1 realizado en el sistema anterior, se aplico el z-score por
voluntario para normalizar los datos en este caso. Para la metodologia de prueba del
sistema DEAP-b2, se ejecuto la estrategia Hold-Out desde 0,01 (1%) hasta 0,9 (90%)
para 100 iteraciones cada paso de 0,01. Ademas, para la validacion del clasificador
SVM durante el entrenamiento, se implementa un k — fold con k = 5.

La topologia del sistema, en este caso, se basa en un enfoque independiente del
sujeto, ya que uno dependiente del sujeto no era factible debido a la pequena can-
tidad de datos (40 conjuntos de 20 caracteristicas por voluntario). Ademés, aparte
de las métricas de clasificacion utilizadas para el DEAP-b1, en este caso también se
da el Area Under the Curve (AUC), que proporciona una medida del rendimiento a
través de todos los posibles umbrales de clasificacion y presenta la probabilidad de
que el modelo clasifique un positivo aleatorio mas alto que un negativo aleatorio.

Todas estas consideraciones de DEAP-b2 se estructuran y combinan en seis con-
figuraciones diferentes para proporcionar un DSE acotado para el caso de uso inde-
pendiente del sujeto. Estas son las siguientes:

e Caso 1. El sistema se implementa sin utilizar ninguna seleccién de caracteris-
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ticas y aplicando el clasificador gaussiano de Bayes ingenuo.

o Caso 2. El sistema utiliza el mismo método de seleccién de caracteristicas
de filtro que DEAP (puntuacién discriminante lineal de Fisher, ecuacién 4.1),
pero implementa un clasificador SVM con kernel RBF. Este tltimo se toma
de [148] con vy = 0,15y C = 1.

» Caso 3. Esta configuracion del sistema sigue la misma estructura que el caso
2, pero sin emplear la selecciéon de caracteristicas.

o Caso 4. Implementa SMOTE para tratar el problema de equilibrio, utiliza la
puntuacién discriminante lineal de Fisher para seleccionar las caracteristicas
relevantes y ejecuta el clasificador gaussiano naive Bayes.

e Caso 5. Presenta la misma configuracion que el Caso 4, pero utilizando el
clasificador SVM del Caso 2.

o Caso 6. Emplea SMOTE, puntuacion discriminante lineal de Fisher para
seleccionar las caracteristicas relevantes y un clasificador SVM con kernel
RBF. Ademas, se aplica una busqueda en cuadricula para encontrar los hiper-
parametros 6éptimos para dicho clasificador.

En la tabla 4.9 se ofrece un analisis comparativo de estas seis implementaciones
diferentes, en el que se pueden apreciar los resultados de tipo aleatorio por las AUC
obtenidas para todos los casos, excepto el caso nimero seis. Notese que algunos
de los valores de esta tabla han sido modificados en comparacién con los obtenidos
en [181], ya que se ha realizado un mayor ajuste de los modelos después de dicha
publicaciéon. En primer lugar, el clasificador gaussiano naive Bayes del caso 1 ob-
tiene un rendimiento pobre. Esto puede verse afectado por la independencia de las
caracteristicas extraidas, ya que se sabe que este tipo de clasificador proporciona
un buen rendimiento cuando las caracteristicas son independientes entre si. En-
tonces, llama la atenciéon que una alta puntuacion de precision no signifique que
el modelo tenga un rendimiento adecuado. Por ejemplo, los casos 2 y 3 tienen la
tasa de clasificacion mas alta, pero no hay sensibilidad, sin embargo la especificidad
es cercana al 100%. Por lo tanto, se da la paradoja de la exactitud, por lo que la
exactitud solo refleja la distribucion de clases subyacente. También para estos dos
casos, la técnica de seleccién de caracteristicas especificas por si misma, es decir,

la puntuacion discriminante lineal de Fisher, no proporciona ninguna ventaja. Esto
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Case Precision Sensibilidad Especificidad Media Geométrica AUC
(1(0)) (1(0)) (1(0)) (1(0)) (1(0))

1 5248 (0.34) 5084 (2.14)  53.36 (0.90) 52.08 (1.38) 52.55 (1.13)
2 7647 (0.34) 0.2 (0.12)  99.87 (0.11) 3.46 (0.11) 50.00 (0.10)
3 76.54 (0.37)  0.03 (0.07)  99.96 (0.07) 1.73 (0.07) 50.00 (0.10)
4 51.80 (0.54) 5273 (0.94)  50.86 (0.90) 51.78 (0.91) 52.24 (0.80)
5 5327 (0.73) 58.80 (2.83)  47.72 (1.77) 52.97 (2.23) 53.50 (2.20)
6 6280 (4.75) 62.27 (4.14)  66.99 (5.79) 62.62 (4.73) 62.79 (4.72)

Table 4.9: Métricas de precisién, sensibilidad, especificidad y AUC para cada caso
asumiendo las condiciones especificadas, respectivamente. Enfoque independiente
del sujeto.

puede deberse al conjunto de caracteristicas no 6ptimo que genera esta técnica, como
se ha indicado anteriormente en la secciéon 4.1.4. Los casos 4 y 5, en comparacion
con el 6, demuestran que es esencial encontrar los hiperparametros correctos para
lograr el mejor equilibrio entre sesgo y varianza. Asi, aplicando una busqueda en
cuadricula, el rendimiento del esquema de clasificaciéon mejora. Por tltimo, el caso 6
combina un método de sobremuestreo sintético, una seleccion de rasgos clasificados,
un clasificador no lineal y un proceso de ajuste de hiperparametros de btisqueda en
cuadricula, logrando hasta un 62,79% de AUC, que supera al resto de los casos.
Aunque la media geométrica de este ultimo caso es inferior a la obtenida para
el modelo dependiente del sujeto del DEAP-b1, hay que destacar de nuevo el in-
conveniente de validacion que se observa al aplicar la estrategia Hold-Out directa-
mente sobre los valores fisiologicos filtrados. Ademaés, al comparar los resultados
del DEAP-b2 con el DEAP-b1 para el sujeto-independiente, podemos observar que
ambos sistemas alcanzan una media geométrica similar, pero el DEAP-b2 supera al
DEAP-b1 en especificidad en mas de un 15% y en precisiéon en mas de un 8%. Esto
indica que el DEAP-b2 presenta un mejor equilibrio entre los falsos positivos y los
falsos negativos, lo que da lugar a un sistema de mejor rendimiento. Finalmente,
desde un balance de complejidad temporal y espacial, el SVM supera claramente
al anterior KNN implementado. Este tltimo presenta O(n log n) y O(n) para la
complejidad temporal y espacial respectivamente, siendo n el tamano del conjunto
de entrenamiento. Por el contrario, el SVM con el kernel RBF alcanza O(ng,d) y
O(ng,) para la complejidad temporal y espacial respectivamente, donde ng, es el
tamano o nimero de los vectores de soporte y d es el nimero de atributos o carac-

teristicas a emplear. En el peor de los casos, considerando las 20 caracteristicas y el
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millar de vectores de soporte elegidos sobre el conjunto completo de 1.800 instancias,
habra un total de 20.000 operaciones por prediccion, lo que es considerablemente
superior a las dependientes e independientes del sujeto de DEAP-b1. Sin embargo,
debido a la seleccién de caracteristicas que realiza DEAP-b2, la mayoria de las it-
eraciones terminaron con la mitad de las caracteristicas, lo que se traduce en 10.000
operaciones. Esta medida se encuentra entre los modelos DEAP-b1 dependiente del
sujeto y el independiente del sujeto que utiliza KNN. En cuanto a la complejidad
espacial, el SVM en este caso requiere hasta 39,06 kB (1000 sv por cada caracteris-
tica), que también se encuentra entre los dos modelos DEAP-b1. Obsérvese que la
memoria utilizada en kB se basa en un tipo de datos enteros de 32 bits para todos
los vectores de soporte a almacenar.

Cabe destacar que pueden implementarse y aplicarse otras optimizaciones algorit-
micas SVM, asi como otras alternativas de seleccién de caracteristicas, para con-
seguir una menor cantidad de vectores de soporte, lo que reduciria tanto los re-
querimientos de tiempo como de espacio de este sistema conduciendo incluso en
algunos casos a un mejor rendimiento de reconocimiento. De hecho, la tabla 4.10
muestra los resultados para la misma configuracion de entrenamiento, validacién y
prueba que el caso ntiimero seis pero cambiando el método de seleccion de carac-
teristicas a mrMR. Esta técnica [192] se basa en la suposicién de que dentro de
todo el conjunto de caracteristicas dadas hay un conjunto minimo-6ptimo en el que
dichas caracteristicas son mutuamente tan disimiles entre si como sea posible, pero
también marginalmente tan similares a la variable de clasificacién como sea posible.
Con esta técnica, queremos seleccionar las caracteristicas que tengan la maxima
relevancia para la variable de clasificacion (objetivo) y que presenten una redundan-
cia minima en comparacion con el resto de las demds caracteristicas evaluadas. Asi,
para medir dichas propiedades entre dos variables (X y Y'), se emplea la informacién

mutua, que viene dada por la ecuacion 4.13

1X,Y)= 3 zm,n(x,y)wgm, (1.13)

donde p(x,y) es la distribucién probabilistica conjunta, y p(z) y p(y) son las fun-

ciones de densidad de probabilidad marginal para cada variable respectivamente. A

Jose A. Miranda, Tesis Doctoral 130



4.1. Clasificacién del miedo usando DEAP

partir de esta informacién, el nivel de similitud (o disimilitud) entre dos caracteris-
ticas (i y j) se codifica mediante la condicién de minimo; enunciada en la ecuacién

4.14
1

min W[, W] = |S|2

> I(i, 5), (4.14)

ijes

donde S es el subconjunto de caracteristicas minimas-6ptimas. Del mismo modo, el

poder discriminante de los rasgos o la relevancia para la variable de clasificacion h

(objetivo) viene dado por la condicién méaxima establecida en la ecuacion 4.15
max Vi, Vi = 1 > I(h,i). (4.15)

1513

A partir de las ecuaciones 4.14 y 4.15, se puede obtener el conjunto de caracteristicas

minimo-6ptimo optimizandolas de forma simultanea y aplicando diferentes funciones

de criterio. En concreto, la implementacion particular de mrMR para este sistema

aplicé el criterio Mutual Information Difference (MDI) para realizar el proceso de

clasificacion. Ecuacion 4.16

max(Vy — Wry). (4.16)

Dado que esta técnica de seleccion de caracteristicas es un método de seleccion
de caracteristicas por filtro que clasifica las caracteristicas existentes basandose en
dichas premisas, debe indicarse el nimero de caracteristicas finales, K, que se con-
sideraran después de dicha clasificacién. En este caso, la seleccion se realiza en
base a un barrido experimental de parametros teniendo en cuenta los requisitos de
rendimiento y almacenamiento. Finalmente, K se fija en 10. Por lo tanto, los re-
sultados obtenidos utilizando esta técnica especifica de seleccién de caracteristicas
superan en mas de un 18% el AUC del modelo independiente del sujeto de DEAP-
b2, manteniendo los mismos requisitos de almacenamiento. Este tltimo experimento
demuestra que las posibilidades de optimizacion son elevadas en este complejo prob-

lema.

Caso Precision Sensibilidad Especificidad Media Geométrica AUC
((0)) (n(0)) (n()) (u()) (n(0))

6+ 81.54 (3.69) 70.93 (14.92)  94.59 (3.89) 81.55 (10.21) 81.60 (8.70)

Table 4.10: Exactitud, sensibilidad, especificidad y métrica AUC para la seleccion
de caracteristicas mrMR y SVM con kernel RBF. Enfoque independiente del sujeto.
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4.2 Clasificacion del miedo mediante MAHNOB

Después de haber presentado los resultados de tres sistemas diferentes de deteccién
de miedo (uno dependiente del sujeto y dos independientes del sujeto) utilizando
el conjunto de datos DEAP y siendo conscientes de las limitaciones encontradas,
se requirié con fuerza la necesidad de un nuevo conjunto de datos en el que se
resolvieran o aliviaran estos problemas. Algunos de estos problemas identificados
se referfian a la recuperacion fisiologica entre estimulos, a las imprecisiones de los
datos de temperatura de la piel y al desequilibrio de clases del mapeo del miedo y
la binarizacion.

Como ya se ha revisado en la seccién 3.2, la base de datos MAHNOB supera las
limitaciones de recuperacién fisiologica de DEAP, mantiene la misma informacion
fisiologica recogida, y presenta incluso mas etiquetas autoinformadas por los volun-
tarios. Ademas, no se observan problemas de mediciéon del SK'T, ni de ninguna otra
variable fisiologica, con ninguno de los voluntarios validos. Estas afirmaciones se
ven incluso reforzadas por la literatura; por ejemplo, los autores en [193] realizaron
un DSE para los vectores de caracteristicas de DEAP y MAHNOB para investigar
la relevancia de las caracteristicas fisiolégicas dentro de ambos conjuntos de datos.
Uno de sus experimentos concluyé que los estimulos de MAHNOB eran mas inmer-
sivos emocionalmente que los de DEAP. De hecho, dicho trabajo ha motivado la
realizacion de posteriores y recientes investigaciones como [194]. Sobre esta base, en
este apartado se detallan los resultados obtenidos para un sistema de reconocimiento
binario de miedo dependiente e independiente del sujeto, basado en el conjunto de
datos MAHNOB. En concreto, y tratando de disenar un sistema mas especializado
hacia el objetivo a largo plazo de este trabajo de investigacién, se fijan dos aspectos
clave de diseno:

e Sélo se emplean mujeres voluntarias. Esta restriccion de disefio permite el
desarrollo de sistemas de reconocimiento de emociones muy especializados de-
bido a las particularidades emocionales entre hombres y mujeres, tal y como
se revisa en el Capitulo 2.

» Se contempla la binarizacién del miedo a partir del espacio PAD. El factor de
dominancia, como se revisa en el capitulo 2, es esencial para distinguir entre

algunas de las principales emociones negativas (miedo y rabia).
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Ademas, la segmentacién de datos y otros procesos como la extraccién de carac-
teristicas se modifican o amplian para mejorar los sistemas presentados en la seccion
anterior.

Para la metodologia especifica seguida durante los experimentos de la base de datos
MAHNOB, la figura 4-17 muestra un diagrama simplificado de la experimentacion
aplicada para cada voluntario y cada estimulo. A diferencia de DEAP, MAHNOB
tuvo en cuenta la reduccion del sesgo emocional después de cada visualizacion de
estimulo y, por tanto, de las respuestas de emocién. De hecho, los clips neutros
utilizados se seleccionaron al azar de un conjunto més amplio proporcionado por
el laboratorio de psicofisiologia de Stanford [195]. Esta consideracién, junto con la
grabacion de 30 segundos antes y después del ensayo, proporcion6 una recuperacion

fisiologica destinada a aislar la activacién emocional entre los estimulos.

30-second
post-stimulus
recording

35to 117-
seconds
Video

15-second
neutral
#trial

30-second
pre-stimulus
recording

Self-
Assessment

Figure 4-17: Metodologia seguida durante los experimentos de la base de datos
MAHNOB.

En cuanto a las diferencias técnicas concretas entre los sistemas presentados en este
capitulo y el que podria integrarse realmente en Bindi, cabe destacar dos de ellas.
Por un lado, el conjunto de datos de MAHNOB incluye la informacién de la activi-
dad cardiaca medida con un sensor de ECG. Por tanto, los diferentes algoritmos de
delineacién o deteccién de picos, que se utilizan para extraer la informacién mor-
fologica para calcular las diferentes caracteristicas o métricas, deben ser disenados
especificamente para la morfologia ECG y no para la PPG revisada en la seccion
2.5.1. Este hecho afecta directamente a cualquier posible opcién de integracion del
preprocesado para aprovechar esa parte algoritmica en la plataforma embebida de
la pulsera inteligente de Bindi. Sin embargo, esta demostrado en la literatura que
PPG es un sustituto valido de ECG para diferentes métricas o caracteristicas como
HRV [196-198]. Por lo tanto, la extraccién de caracteristicas y los procesos poste-
riores pueden aplicarse de la misma manera independientemente de si el sensor es
ECG o PPG. Por otra parte, el equipo utilizado durante el experimento de MAH-
NOB fue el mismo que en DEAP. Ademas, incluso en el caso de disponer de datos

del sensor PPG y poder obtener caracteristicas morfologicas al utilizar dicho equipo,
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debido a la tarea extremadamente dificil de obtener senales PPG de calidad clinica
(la morfologia esta totalmente preservada) con dispositivos wearables, eso no tendria
ningun valor debido al altisimo ruido en la vida real. Asi pues, al igual que en el
apartado anterior, los sistemas aqui propuestos sirven como prueba de concepto y
facilitan los diferentes procesos DSE que hay que realizar para el diseno e integracion
de un sistema 6ptimo de reconocimiento binario de emociones de miedo en el borde.

Precediendo a la presentacion de los métodos empleados y los resultados obtenidos,
se detalla una revisién del estado del arte, en cuanto a la utilizacion de MAHNOB
para la generacion de sistemas de reconocimiento de emociones. En primer lugar,
como ya se ha descrito en la seccion 3.2, el trabajo original del conjunto de datos
MAHNOB comprende la adquisicién de diferentes seniales fisiologicas a una tasa de
frecuencia de muestreo de 256 Hz durante la visualizacion de diferentes estimulos
audiovisuales (20 clips emocionales intercalados con 20 clips neutros). En primer lu-
gar, utilizaron procedimientos bésicos de preprocesamiento para eliminar las derivas
temporales de baja frecuencia de algunas senales y suavizarlas mediante filtros de
media mévil. Extrajeron un total de 102 caracteristicas de todas las sefiales recogidas
y aplicaron un método de seleccion de caracteristicas por filtro para utilizar sélo las
de mayor rango. En concreto, utilizaron el método Analysis of Variance (ANOVA)
de una via y rechazaron cualquier caracteristica no significativa (p > 0,05). Para la
tarea de clasificacion, proporcionaron dos sistemas de reconocimiento de emociones
basados en niveles bajos, medios y altos de deteccion de la excitacion y la valen-
cia, para utilizarlos como punto de referencia en futuras investigaciones con estos
datos. Los niveles resultaron del mapeo entre las palabras clave emocionales y las
clases siguiendo [5]. En cuanto al clasificador, emplearon un SVM con RBF kernel y
ajustaron ~ utilizando un CV de 20 veces. Por ultimo, la estrategia de prueba apli-
cada fue LOSO. Al emplear todas las senales periféricas, proporcionaron métricas
promedio de ACC y Fl-score y obtuvieron 46,20% y 38,00% para arousal y 45,50%
y 39,00% para valencia, respectivamente. Cabe destacar que también realizaron una
fusion de datos multimodal utilizando datos de EEG y de recoleccién de la mirada
y obtuvieron mejores resultados, 67,70% y 62,00% para arousal y 76,10% y 74,00%
para valencia.

Desde su publicacion, se han propuesto en la literatura diferentes sistemas de apren-
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dizaje automadtico utilizando sus datos. Por ejemplo, se destaca el trabajo de [194]
por su similitud con nuestra investigacion. Utilizaron el time warping dinamico
multidimensional como técnica no lineal para tratar la dinamica fisiologica seguido
de un clasificador de apilamiento. Sus resultados alcanzaron hasta un 94,00% y un
93,60% de precision para un modelo de tres clases emocionales independiente del
sujeto, utilizando todas las senales fisiologicas de la base de datos MAHNOB y una
estrategia de CV k — fold. Aunque intentaron disminuir el posible efecto de sesgo
combinando ambas metodologias de etiquetado, mapeando el espacio dimensional
de la excitacién y la valencia en una emocién discreta especifica, su modelo no fue
capaz de capturar la diferencia entre el miedo y la ira. Este hecho es esencial para
nuestro caso de uso.

Entre el resto del estado del arte basado en la base de datos MAHNOB y en lo
que respecta especificamente al caso de uso de reconocimiento del miedo, el tinico
sistema propuesto en la literatura es nuestra publicacién [186]. Este es el que se

detalla en los siguientes subapartados.

4.2.1 Consideraciones sobre el equilibrio de los estimulos y

las etiquetas

Al igual que la base de datos DEAP, los estimulos de MAHNOB se basaron en un
pool de estimulos anterior mas amplio. En concreto, el estudio preliminar contiene
155 videoclips de diferentes peliculas [199]. Cada videoclip recibié una media de
10 anotaciones utilizando una escala Likert de 9 puntos para las dimensiones de
excitaciéon y valencia mediante el SAM y etiquetas emocionales discretas. Basandose
en el acuerdo acumulativo de estas ultimas, los investigadores seleccionaron hasta
14 estimulos de este estudio previo. Por ejemplo, se seleccioné el video con mayor
numero de etiquetas de miedo para elicitarlo. Los seis videos restantes hasta llegar
a los 20 videos del experimento se eligieron basandose en contenidos audiovisuales
populares en linea. Asi, la mayoria de los estimulos seleccionados para esta base de
datos se eligieron siguiendo un criterio emocional de tipo discreto. Nétese que, como
ya se ha senalado, los 20 videos neutros utilizados para la recuperaciéon fisiologica
fueron validados por el laboratorio de psicofisiologia de Stanford.

En este contexto de etiquetado, los investigadores de MAHNOB no tuvieron en
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Table 4.11: Mapeo de dimensiones discretas para el arousal y la valencia basado
en [5] y adoptado por MAHNOB [12].

Arousal classes Emotional keywords
Calm sadness, disgust, neutral
Medium arousal joy and happiness, amusement
Excited/Activated surprise, fear, anger, anxiety
Valence classes Emotional keywords
Unpleasant fear, anger, disgust, sadness, anxiety
Neutral valence surprise, neutral
Pleasant joy and happiness, amusement

cuenta los aspectos de la dimensién emocional (arousal, valencia y dominancia), por
lo que el conjunto de etiquetas de verdad bésica generadas se basé en emociones
discretas. Sin embargo, proporcionaron y utilizaron un mapeo discreto-dimensional
para la excitacién y la valencia basado en [5] como se muestra en la Tabla 4.11.
Desgraciadamente, como el estudio preliminar de [199] no es de acceso publico, no
podemos realizar el mismo anélisis de etiquetado exploratorio (informes de la verdad
en el terreno frente a los autoinformes de los voluntarios durante el experimento) que
con el DEAP. Por lo tanto, los autoinformes de los voluntarios pueden compararse
con la verdad de campo s6lo mediante la binarizaciéon del miedo de estos tultimos
basada en las etiquetas emocionales discretas. Tras realizar la binarizacién de las
etiquetas de miedo en MAHNOB utilizando los autoinformes proporcionados para
arousal, valencia y dominancia y siguiendo el mapeo de miedo propuesto en la seccion
2.3.4, se analiz6 la distribucion obtenida para todas las voluntarias consideradas,
resultando asimétrica. Esto significa que la aparicién de las etiquetas de miedo no
fue uniforme para todas las participantes. Asi, la figura 4-18 muestra que el 60% de
las voluntarias informaron de mas del 30% de etiquetas de miedo binarias, mientras
que el resto de las voluntarias estaban por debajo de esa cantidad. Obsérvese que, en
esta figura, la notacién Vx se refiere al voluntario x, con x € 1...12, y la notaciéon G
se refiere a la distribucién original de miedo binario del experimento (el niimero real
de estimulos destinados a provocar miedo; es decir, sdlo el 20% de la cantidad total
de videos). Esta situacién desequilibrada es especialmente relevante para V11, con
s6lo un 5% de datos de miedo. Este andlisis respalda los supuestos ya destacados
en capitulos anteriores, como que la interpretacion de los estimulos depende en gran

medida de los voluntarios.
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Figure 4-18: Distribucion de clases para el mapeo binario del miedo sobre los autoin-
formes subjetivos en MANHOB para todas las diferentes voluntarias consideradas,
y la distribuciéon de clases original prevista en el experimento.

Sin embargo, en el caso de la evaluacién del balance medio o de los porcentajes
medios de clase de las 12 voluntarias, la relacién de desequilibrio es de 1:2,6 (Clase
Sin Miedo:Clase con Miedo) y los porcentajes de clase consecuentes ascienden al
72,50% vy al 27,50% para las clases negativas y positivas respectivamente. Sobre
esta base, se pueden obtener dos conclusiones. Por un lado, la media de clases posi-
tivas en este caso es incluso superior a la que se espera conseguir siguiendo la verdad
de campo. Aunque la diferencia es inferior al 10%, este hecho debe contextualizarse
con respecto a los voluntarios masculinos. Por ejemplo, los porcentajes medios de
las clases de los nueve voluntarios masculinos validos son del 81,11% y del 18,89%
para las clases negativas y positivas respectivamente. Sin considerar la realizacion
de ninguna prueba estadistica para valorar si la diferencia entre hombres y mujeres
es significativa, desde el punto de vista emocional y teniendo en cuenta las difer-
encias de procesamiento emocional de las mujeres expuestas en el apartado 2.3.3,
éste podria ser uno de los factores que estan influyendo. Por otro lado, el equilibrio
obtenido para esta base de datos utilizando el mapeo binario de miedo desde el espa-
cio PAD es menor que el ratio de desequilibrio observado al realizar el mapeo binario
de miedo desde el espacio PA con DEAP. Esta conclusién no puede interpretarse
directamente como que MAHNOB es mejor que DEAP, pero proporciona una vision
de las diferencias en cuanto a la percepcion o eficacia de los estimulos de ambas

bases de datos, lo que esta en linea con trabajos de investigacién anteriores [193].
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Siguiendo el mismo analisis de esquemas para esta base de datos que el aplicado
a la DEAP, se evaltan las correlaciones interindividuales de las etiquetas. En este
caso, los resultados obtenidos tras una prueba de Levene y una prueba de Kruskal-
Wallis rechazaron la hipdtesis nula de que las varianzas son iguales en todos los
voluntarios (p<0,001). Nétese que el conjunto de etiquetas binarizadas presenta
una distribuciéon no normal y que el nivel de significacién se fijé en p<0,05. Tras
estos procesos, se aplican la correlacion de Spearman y la prueba de independencia
de Chi-cuadrado, Figuras 4-19a y 4-19b. Los resultados obtenidos se aproximan y no
rechazan la hipotesis nula en promedio para cada uno de los 12 voluntarios, lo que
indica que la correlacién media se considera no significativa y las diferentes variables
son independientes. Por lo tanto, se puede concluir que no hay pruebas suficientes
para sugerir que exista una asociacién entre las etiquetas binarias de miedo de los
voluntarios. Ademas, al comparar estas graficas con las obtenidas para el estudio de
correlaciéon e independencia de los sistemas anteriores utilizando DEAP y el binario

de miedo también de PAD, se observa una mayor concordancia en este caso.

0 2 4 6 8 10 12 0 2 4 6 8 10 12
Volunteers Volunteers

(a) (b)
Figure 4-19: Valores p promediados para todos los voluntarios MAHNOB consider-
ados y sus etiquetas aplicando: a) la correlacién de Spearman, y b) para la prueba
Chi-cuadrado de independencia. En este caso, las etiquetas se binarizan utilizando
el mapeo basado en el miedo binario.

A partir del andlisis aportado en este apartado, se demuestra que el mapeo binario
de miedo a partir de PAD con MAHNOB es equivalente al realizado a partir de PA
utilizando DEAP, lo que beneficia a los objetivos de este trabajo de investigacion
ya que se pueden aplicar para el actual las mismas o similares técnicas utilizadas
para el paradigma de reconocimiento de emociones de este ultimo. Hay que tener en

cuenta que los diferentes resultados recogidos en el estudio de balance de estimulos y
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consideraciéon de etiquetas aportados en este apartado estuvieron siempre presentes

durante el disenio de dichos sistemas.

4.2.2 Analisis exploratorio de datos, segmentacion y filtrado

de datos

El analisis exploratorio de datos realizado con MAHNOB siguié el mismo pro-
cedimiento que con el DEAP. Se generaron diferentes graficos sincronizados con la
metodologia experimental para comprobar las recuperaciones fisiologicas o el clip
neutral previo al estimulo, asi como los rangos fisiolégicos normales para todos los
voluntarios considerados. Tras este analisis, se llegd a la conclusion de que, por
término medio, los 30 segundos de datos al principio y al final del intervalo de
videoclips junto con los clips neutros se comportaban realmente como se esperaba,
lo que conducia a la estabilizaciéon de las senales fisiologicas y apuntaba al ais-
lamiento emocional entre estimulos. Por lo tanto, se eliminaron los periodos de 60
segundos correspondientes a los 30 segundos anteriores y posteriores al estimulo en
esta experimentacién especifica.

Como se indica en la secciéon 3.1.2,; se utilizan métodos de segmentacion de datos
o basados en ventanas para extraer la informacién relacionada con la emocién en
relacion con los instantes de tiempo. A diferencia del sistema presentado anterior-
mente en este capitulo, este sistema opera sobre una base de segmentacién de datos
siguiendo los procedimientos tipicos de segmentacién de datos en la literatura [85].
En cuanto a la DSE que se enfrenta en esta etapa, se debe elegir una longitud de
ventana adecuada para asegurar: que (1) la resolucion de la frecuencia es suficiente
para tratar todas las caracteristicas basadas en la frecuencia, y (2) la longitud de
cada ventana es la minima posible para facilitar las tareas de procesamiento del
host.

Para nuestro caso de uso especifico y en funcién de las caracteristicas que se van
a extraer, que se describen y detallan mas adelante, la distincién de frecuencias
minima requerida entre bandas es de 0,05 Hz, lo que se puede garantizar utilizando
un tamafo de ventana de 20 segundos. Con esta duracién de la ventana, se cumplen
estas dos condiciones. Ademaés, se emplea un solapamiento del 50%. Para seleccionar

la duraciéon optima de la ventana y el solapamiento, hay que evaluar diferentes
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consideraciones:

o Tanto el tiempo (cuanto méas grande es la ventana, méas largo es el proce-
samiento) como la complejidad computacional (cuanto mas grande es el sola-
pamiento, mas operaciones se necesitan en el mismo tiempo).

o Hechos fisiolégicos. Estén relacionados con la naturaleza no estacionaria de
estas senales, que pueden ser borrosas para ventanas muy grandes.

o Tamano de entrenamiento del aprendizaje automatico. Se refiere al niimero
final de muestras o instancias proporcionadas después de la creacion de ven-
tanas, ya que el vector de caracteristicas se extrae de cada ventana y, por
tanto, el nimero de puntos de entrenamiento y de prueba varia en funcién del
ntimero de ventanas obtenidas de los datos.

En nuestro caso, se asumen algunas limitaciones fisiolégicas cuando se trata de ven-
tanas de 20 segundos. Por ejemplo, una duraciéon de ERSCR superior a 20 segundos
no puede ser capturada en una sola ventana. Obsérvese que, como se indica en la sec-
cion 2.5, los ERSCRs pueden variar entre 1 y 30 segundos, aunque la configuracion
inicial de un solapamiento del 50% permite una compensacion equilibrada entre la
cantidad de informacién ERSCR que se pierde y los requisitos de memoria. Basan-
donos en la duracion de nuestras ventanas y en el solapamiento, la segmentacion
media por video dio lugar a cinco ventanas o instancias, que tenian la misma clase
o etiqueta.

En cuanto al almacenamiento de las senales adquiridas en una plataforma in-
tegrada, suponiendo, por ejemplo, una anchura maxima de 32 bits para cada punto
de datos, los parametros establecidos conducirian a una necesidad de memoria de
60 KB (256 muestras por segundo x 20 s X 3 sensores para muestras de 32 bits).
Este espacio de almacenamiento podria ser proporcionado por los actuales sistemas
en chip que se utilizan para muchos dispositivos vestibles. No obstante, estos requi-
sitos dependen de la aplicacion y pueden modificarse y ajustarse en funcion de las
capacidades de la plataforma integrada.

Independientemente de la longitud de la ventana, los datos se encapsulan en ranuras
de tiempo fijas para ser procesados cuando se llenan, Figura 4-20. Estos datos
segmentados (ventanas) obtenidos se preprocesan para eliminar el ruido y otros

componentes no utiles para los siguientes pasos. Asi, la calidad global de la senal se
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mejora mediante filtros de denoising, centrandose en sus caracteristicas fisiologicas
especificas. En concreto, la sefial ECG en bruto se somete a un filtro FIR de paso
de banda a través de una cascada de filtrado de paso bajo y alto para facilitar la
complejidad. Ademas, la linea de base residual se elimina utilizando una etapa de
filtrado Butterworth IIR, que dio lugar a un filtro IIR de tercer orden con -6 dB
a 0,5 Hz. Hay que tener en cuenta que utilizamos una transformacién bilineal con
prewarping de frecuencia para generar los coeficientes digitales. Después, se aplica
Automatic Gain Control (AGC) para limitar la senal y mejorar la deteccién de picos.
Para las senales GSR y SKT, se emplean filtros FIR de paso bajo para eliminar los

ruidos de alta frecuencia.

processing
window #1 f
| |
window #2
window #(n — 1)
window #n

Xo Xw Xt timeline

Figure 4-20: Proceso tipico de segmentaciéon de datos en los sistemas de re-
conocimiento de emociones basados en el aprendizaje automatico.

4.2.3 Extracciéon de caracteristicas

Para mejorar los resultados obtenidos con el DEAP-bl y el DEAP-b2, la prop-
uesta presentada en este capitulo considera y amplia las caracteristicas de los tres
grupos principales: caracteristicas en el dominio del tiempo, en el dominio de la
frecuencia y no lineales. Este conjunto de caracteristicas comprende un total de
48 caracteristicas que se detallan en las tablas 4.12, 4.13, y 4.14, para los tres sen-
sores fisioldgicos respectivamente. En concreto, se incluyen 25 caracteristicas para
el ECG (dos en el dominio del tiempo, nueve en el dominio de la frecuencia y 14
caracteristicas no lineales), 17 caracteristicas para el GSR (seis en el dominio del
tiempo, tres en el dominio de la frecuencia y ocho caracteristicas no lineales) y seis
caracteristicas para el SKT (cuatro en el dominio del tiempo y dos en el dominio

de la frecuencia). Notese que todas las caracteristicas consideradas se basan en la

141 Jose A. Miranda, Tesis Doctoral



Capitulo 4. Prueba de concepto para clasificar miedo

literatura fisiologica aceptada y conocida que trata de caracteristicas relacionadas
con las emociones [8,200,201], asi como las caracteristicas implementadas anteri-
ormente (DEAP-bl y DEAP-b2). Ademads, para este sistema, hemos aumentado
considerablemente las caracteristicas no lineales consideradas en nuestro modelo,
que se basan en publicaciones recientes que incluian también estas métricas sintéti-
cas en los sistemas de reconocimiento de emociones [160,161]. En las siguientes
subsecciones se detallan las diferentes caracteristicas especificas extraidas para los

tres dominios y senales diferentes.

Table 4.12: Caracteristicas extraidas para la sefial ECG y la propuesta de re-

conocimiento binario de emociones de miedo utilizando el conjunto de datos MAH-
NOB.

Sensor Domain Features
ECG Time-domain: Mean of Inter-Beat-Interval
(25) (2) Heart rate variability
Frequency-domain: Power spectral density of four bands
(9) (0-0.1 Hz, 0.1-0.2 Hz, 0.2-0.3 Hz and 0.3-0.4 Hz)

Inter-Beat-Interval Power spectral density for
Low frequency (LF) (<0.08 Hz)
Medium frequency (MF) (0.08-0.15 Hz)
High frequency (HF) (0.15-0.5 Hz)
Total energy ratio for MF
Spectral density ratio between

LF and HF band

Non-linear: Multiscale entropy at five levels
(14) Detrended fluctuation for filtered data
Detrended fluctuation for Inter-Beat-Interval

Recurrence rate
Determinism
Laminarity

Longest RP diagonal line
Diagonal lines entropy
Trapping time

Correlation dimension
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Table 4.13: Caracteristicas extraidas para la senal GSR y la propuesta de re-
conocimiento binario de emociones de miedo utilizando el conjunto de datos MAH-
NOB.

Sensor Domain Features
GSR Time-domain: Filtered data mean value
(17) (6) ERSCR including number of peaks

ERSCR Amplitude and rise time
Standard deviation
First quartile
Third quartile

Frequency-domain:  Power spectral density of two bands
(3) for SCL and SCR components
(0-0.05 Hz, 0.05-1.5 Hz)
Spectral density ratio for 0-0.05 Hz

Non-linear: Detrended fluctuation for filtered data
(8) Recurrence rate
Determinism
Laminarity

Longest RP diagonal line
Diagonal lines entropy
Trapping time

Correlation dimension

Table 4.14: Caracteristicas extraidas para la senal SKT y la propuesta de re-

conocimiento binario de emociones de miedo utilizando el conjunto de datos MAH-
NOB.

Sensor Domain Features
SKT Time-domain: Filtered data mean value
(6) (4) Standard deviation
Skewness
Kurtosis

Frequency-domain: Power spectral density of two bands

(2) (0-0.1 Hz, 0.1-0.2 Hz)

Antes del proceso de extraccion de caracteristicas, tienen lugar las tareas de delin-
eacion fisiologica. Para este sistema, la sefial de ECG sin procesar se somete a la

identificacién de picos para determinar el IBI y extraer una estimacion vélida de la
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frecuencia cardiaca y los parametros relacionados con la variabilidad de la misma.
En concreto, se aplicé un detector de picos ECG basado en el algoritmo desarrollado
por Pan y Tompkins en [202]. La figura 4-21 muestra la arquitectura de dicho algo-
ritmo, que se alimenta de la senal ECG filtrada. Las diferentes etapas se describen
como sigue:

o Diferenciador. Suele concebirse como un filtro derivador que se encarga de
proporcionar informacién sobre la pendiente del patrén de onda morfoldgica
del ECG. También atentia los componentes de baja frecuencia, que se refieren
a la despolarizacion auricular y a la repolarizacion ventricular. Para nuestro
caso, este proceso se realiza a partir de la primera diferencia de la senal de
ECG filtrada de entrada.

o Elevacion al cuadrado. Es una operacion no lineal que enfatiza los picos del
ECG amplificando el resultado de la derivada anterior.

o Elemento Integrador. Como la salida de la derivada cuadrada puede presentar
multiples picos dentro de la duracién de un solo periodo de ECG, se utiliza un
filtro de integracion de ventana moévil para suavizar dicha senal. La anchura
de este filtro suele ser de 150 ms. La senal de salida de este proceso se conoce
como senal integrada.

o Comprobacién del umbral y bisqueda de la senal. Estos tltimos procedimien-
tos tienen por objeto identificar y corroborar la correcta localizacion de los
picos locales dentro de la senal integrada. Se aplican diferentes restricciones
fisiologicas para asegurar la deteccion fisioldgica de los picos del ECG, como
el tiempo de bloqueo de 200 ms entre los picos identificados. Una vez identifi-
cados todos los picos de la senal integrada, se aplica un proceso de busqueda
de vuelta para descartar y corregir aquellos picos o intervalos RR que causen
problemas potenciales. Por ejemplo, en nuestro caso, realizamos una doble
iteracion buscando cinco picos por delante y evaluando la evolucion mediana

del vector pico a pico.
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Figure 4-21: Esquema de la arquitectura del algoritmo de 1dent1ﬁca01on de picos
ECG aplicado en este trabajo.

Para la sefial GSR, el FIR aplicado estd disenado para preservar la informacion
por debajo de 1,5 Hz, que es la frecuencia maxima de la actividad SCR. Este
filtro también se utiliza con la senal SKT para aprovechar el almacenamiento de
un solo conjunto de coeficientes de filtro. En cuanto a la delineacion de GSR,
aplicamos los mismos procesos que se realizan con la base de datos DEAP. Asi,
se utiliza una combinacién lineal seguida de la ecuaciéon 2.7, a través de la cual se
obtiene la tendencia de la senal GSR (SCL) mediante un filtro de mediana mévil
con una ventana deslizante de cuatro segundos. Esa salida se resta a la senal GSR
filtrada, obteniendo la componente SCR. Ambos componentes, asi como la senal
GSR filtrada, se utilizan para extraer las métricas o caracteristicas sintéticas que se

detallan en los siguientes apartados.

4.2.3.1 Dominio del tiempo y de la frecuencia

Para las caracteristicas del dominio del tiempo que se van a extraer en este sistema,
siguen la misma distincién o agrupacién que las presentadas y detalladas en la
seccion 4.1.3, ya que se pueden dividir entre caracteristicas estadisticas de orden
superior y morfologicas. Sin embargo, el sistema propuesto en esta seccién amplia las
caracteristicas estadisticas de orden superior en dos métricas adicionales: skewness
y kurtosis. En concreto, se aplican a la senal SKT. Por un lado, la primera se

refiere como un indicativo de la asimetria, positiva o negativa, que se desvia de una
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distribucion normal y viene dada por

3

]17 ivj —7) (4.17)

=1

donde z es el SKT filtrado con N muestras en este caso, y T y ¢ son la media y
la desviacion estandar para la ventana de procesamiento actual. Por otra parte,
kurtosis es la métrica estadistica relacionada con la forma de una distribucion de
probabilidad mediante la medicion del grado de concentraciéon que se presenta alrede-
dor de la media de la distribucién de frecuencias para una variable aleatoria de valor
real, también descrita como la medida de la cola. Esta medida estadistica de orden

superior viene dada por,

1 N
= Z (4.18)

i=1
Estos momentos estadisticos permiten caracterizar la distribuciéon temporal del SK'T

a lo largo del estimulo visualizado.

4.2.3.2 Dominio No-lineal
Para este sistema, el conjunto de caracteristicas no lineales se amplia anadiendo
hasta ocho nuevas caracteristicas. La mayoria de ellas se basan en la teoria del caos
y en técnicas de analisis de series temporales. Se describen y detallan a continuacion.
o Detrended Fluctuation Analysis (DFA). Se trata de una potente técnica que
puede aplicarse si se sospecha o se sabe que existen senales no estacionarias.
Permite estimar el escalamiento de la ley de potencia (fractal) o el exponente
de Hurst de una senal procedente de un sistema expuesto a dichas no esta-
cionarias [203]. De hecho, en este caso, esta métrica proporciona una medida
relativa a la autosimilitud fisiologica a diferentes resoluciones (tamarios de ven-
tana), que puede traducirse en una evaluacién de la complejidad fisiolégica.
Asi, la serie temporal de longitud N se integra primero, y, y se encapsula en
cajas o ventanas de longitud n. Estos segmentos no superpuestos se ajustan
a un polinomio del que se obtiene la tendencia local y,. Por tultimo, la serie

temporal integrada se detrae restando dicha tendencia local. La fluctuacion
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media cuadratica F'(n) viene dada por la siguiente ecuacion:

k=1

Fln) = J = STk — (R, (419)

que se repite para todos los tamanos de ventana a evaluar. Obsérvese que
en nuestro caso el ajuste polinémico es lineal (primer orden) y el nimero de
tamanos de ventana en los que evaluar las fluctuaciones se establece empiri-
camente que n € t,,/10...t, con 10 pasos de muestra, donde ¢, es el tamafio
de muestra de la ventana de procesamiento.

Tasa de recurrencia. Esta y las siguientes caracteristicas se basan en la inter-
pretacién mateméatica de los Recurrence Plot (RP)s. Estos se conceptualizan
como graficos bidimensionales en los que se pueden representar y cuantificar
los estados de la trayectoria del espacio de fase de un sistema dindmico. Di-
chos estados se denominan las recurrencias que el sistema o senal presenta a lo
largo de una determinada ventana de procesamiento temporal. Dicha repre-
sentacion bidimensional se obtiene mediante el calculo de las distancias entre

dos estados y la comparacién con respecto a un umbral predefinido, siguiendo
R;; = O(e — ||z — 73]]), i €R™  di,5=1,.. N, (4.20)

donde 7 y j son dos estados arbitrarios, €; es el umbral utilizado para la evalu-
acién de la recurrencia, z; y ; son los médulos respectivos para cada estado,
y m es la dimension incrustada a considerar. Obsérvese que la separacién t
entre los espacios ¢ y j puede ajustarse como se desee y sea necesario también.
Para nuestro sistema, estimamos ¢ y m utilizando la informacién mutua [204]
y el falso vecino mas cercano [205], respectivamente, y definimos € como el
10% del didmetro promedio del espacio de fase de las observaciones [206]. Una

vez obtenido el RP, la relacién de la tasa de recurrencia puede derivarse de

1 N
= 37 > Rij, (4.21)

i,j=1

RR

que corresponde a la suma de correlacién y cuantifica la cantidad de estados

de recurrencia detectados.
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o Dimensién de correlacion. Esta técnica se utiliza habitualmente en el andlisis
de series temporales para caracterizar el atractor de un sistema dinamico, es
decir, en este caso para medir la complejidad de un sistema fisiologico. Una

dimensiéon de correlacion aproximada o D2 puede calcularse como

__log(RR)

D2~ o (4.22)

e Determinismo. A partir del grafico RP, las lineas diagonales proporcionan in-
formacion sobre los patrones fisiolégicos repetitivos de la serie temporal anal-

izada. Esto se cuantifica mediante la siguiente ecuacion:

SN, D0 5, 100)

DET = :
i1 Riy I LD(1)

(4.23)

donde D(I) es el histograma de las diferentes longitudes de las lineas diag-
onales. Obsérvese que debe proporcionarse un parametro minimo de linea
diagonal [,,;», que en nuestro caso se fija empiricamente en 2.

o Laminaridad. Esta caracteristica cuenta el porcentaje de puntos de recurrencia
que forman lineas verticales dentro de la RP. Estos se denominan estados

caoticos del sistema o no peridédicos. Viene dada por

_ Z{\;lmm lv(l) o Zl]\;lmm lv(l)

LAM = )

(4.24)

donde V(1) es el histograma de las diferentes longitudes de lineas verticales.
o Linea diagonal RP més larga. La cuantificacién de la linea diagonal mas larga
dentro de la grafica RP permite caracterizar la cantidad maxima de tiempo

periédico dentro del sistema. Esto viene dado por

Lyax =max(l;;i=1,...,N)), (4.25)

donde N; se refiere al nimero total de lineas diagonales dentro de la parcela
RP. En nuestro caso, la implementacion se realiza empleando un algoritmo de
clasificacion rapida utilizando las lineas diagonales previamente identificadas.

o Tiempo de captura. Como la caracteristica anterior pretende caracterizar la
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periodicidad de la senal, el tiempo de atrapamiento proporciona informacién
sobre la cantidad de estados no estacionarios que se repiten dentro de la parcela

RP. Se calcula como sigue:

SN, VI

min

(4.26)

« Entropia de las lineas diagonales. Finalmente, para considerar la incertidum-
bre de la periodicidad de la senal, se aplica la entropia de Shannon a la dis-
tribucién de probabilidad de las longitudes de las lineas diagonales p(l). Esto

se calcula como: N
ENTg = - lZ p(D)log(p(1))- (4.27)
4.2.4 Sistemas de clasificaciéon del miedo

En los siguientes apartados se detallan y explican los resultados obtenidos con el
sistema propuesto utilizando MAHNOB. En concreto, se presentan dos sistemas:
dependiente e independiente del sujeto. Ambos utilizan el mapeo binario de miedo
del espacio PAD analizado en la seccién 4.2.1. Ademads, a diferencia de los sis-
temas DEAP anteriores, cabe destacar algunas particularidades. En primer lugar,
se aplican tres clasificadores diferentes. Dos de ellos son los mismos clasificadores
empleados para los sistemas DEAP, SVM y KNN. El tercer clasificador es, en real-
idad, un conjunto de clasificadores que siguen un enfoque de aprendizaje ensemble.
Para ello, se utiliza un algoritmo AdaBoost. Noétese que este ltimo también ha sido
revisado en la secciéon 3.1.7.

En este caso, y de cara a una mejor sintonizacion, la optimizacién de los hiper-
parametros se realiza mediante una optimizacion bayesiana. Esta técnica pretende
minimizar la tasa de error de clasificacion a lo largo de las iteraciones, apoyandose
en una estrategia CV. En concreto, se incluye una técnica SMBO. Asi, la generacion
de nuevos hiperparametros a evaluar se somete a procesos gaussianos, que aprox-
iman la distribucién de la funcién de coste f(z) ~ GP (Gaussian Process). Esta
distribucién se actualiza a medida que se itera con los nuevos valores conocidos para
los nuevos hiperparametros. De este modo, se construye la funcién de distribucion
final p(f(z)|f(z*)) donde z* se refiere a los valores histéricos. Con esta estimacion,

en el siguiente paso se calcula el punto que podria ser un candidato potencial. Para
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ello, se utiliza una funcién «(-) llamada de adquisicion. Para la definicion de esta
funcion de adquisicion, existen diferentes opciones. En este caso, se ha utilizado la
estrategia de probabilidad de mejora, que trata de estimar la probabilidad de una
mejora con la siguiente muestra.

En cuanto al procedimiento de validacién, se han validado los modelos sujeto-
dependiente y sujeto-independiente en base a un esquema estratificado de k — fold
CV (k = 5). Por un lado, para los modelos dependientes del sujeto, se calcul6
la media de todas las métricas para todos los voluntarios y la desviaciéon media
absoluta (DAM) a partir de los valores de CV obtenidos. Por otro lado, los modelos
independientes del sujeto se dividieron en conjuntos de entrenamiento, validacion
y prueba, empleando una estrategia LOSO. Esta ultima nos permitié estudiar el
rendimiento de varios sistemas independientes del sujeto entrenados con diferentes
combinaciones de sujetos y probados con un tnico voluntario sobre el que el sistema
no tenia informacion.

Los resultados presentados y el sistema fueron publicados en [186]. Notese que en
este caso no se implemento un proceso de seleccion o reducciéon de caracteristicas ni se
aplicé ninguna metodologia de coste de clasificacion errénea (aprendizaje sensible al
coste). La justificacién de esta ultima decisién se baso en la obtencién de resultados
de referencia para compararlos con futuras mejoras del sistema al anadir y aplicar

diferentes técnicas.

4.2.4.1 Modelos dependientes de la voluntaria

La tabla 4.15 muestra las métricas de rendimiento de validaciéon y la dispersion para
los diferentes algoritmos de clasificacion ligeros seleccionados para la generacién de
cada modelo dependiente del sujeto para todos los voluntarios. Tras analizar los
resultados, se observa que no existe una relacion de dependencia estricta entre la
distribucion de clases y el rendimiento. No obstante, el rendimiento de los modelos
se vio directamente afectado por el tipo de clasificador utilizado. Ademds, otro
factor clave que podria haber influido en el rendimiento estaba relacionado con la
alineacion de los patrones fisiologicos dependientes del sujeto y las etiquetas binarias
de mapas de miedo obtenidas. Ademas, el uso de las puntuaciones Gmean y F1 nos
permitié distinguir con mayor solidez los modelos de bajo rendimiento de los de

mayor rendimiento.
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Table 4.15: Métricas de rendimiento para cada modelo generado en funcion del sujeto y métricas de rendimiento medio y dispersion para
cada algoritmo de clasificacion.

SVM KNN ENS

Training Trained ACC AUC Gmean F1 ACC AUC Gmean F1 ACC AUC Gmean F1
Type Volunteers (MAD) (MAD) (MAD) (MAD) | (MAD) (MAD) (MAD) (MAD) | (MAD) (MAD) (MAD) (MAD)
V1 89.00%  90.30%  87.73%  85.71% | 88.00%  88.67%  87.90%  85.37% | 88.00% = 79.32%  85.12%  83.33%
V2 83.00%  92.43%  76.41%  71.43% | 99.00%  99.89% = 99.23%  87.72% | 91.00%  97.47% = 85.41%  80.85%
V3 91.00%  94.44%  71.20%  74.29% | 94.00%  96.19% = 90.47%  85.00% | 97.00% = 95.31%  98.13%  93.02%
V4 93.00%  95.29%  84.06%  75.86% | 99.00%  96.67% = 96.59%  96.55% | 96.00%  99.69% = 85.62% = 84.62%
V5 76.00%  84.97%  75.01%  72.09% | 81.00%  91.47%  85.62%  84.62% | 98.00%  99.88% = 97.95%  97.78%
Subject V6 90.00%  93.67%  87.92%  83.33% | 98.00%  98.60%  84.08%  82.86% | 99.00% = 99.90% = 99.23%  98.36%
dependent A% 93.00%  98.54%  9247%  91.14% | 100.00% 100.00% 100.00% 100.00% | 100.00% 100.00% 100.00% 100.00%
V8 85.00%  90.57%  81.22%  74.58% | 94.00% = 92.24%  90.58%  89.29% | 93.00%  86.05% = 92.12%  88.52%
V9 96.00%  98.44%  83.16%  77.78% | 99.00%  99.44% = 99.40% = 95.24% | 100.00% 100.00% 100.00% 100.00%
V10 89.00%  91.31%  87.73%  85.71% | 94.00%  94.15%  93.24%  92.31% | 100.00% 100.00% 100.00%  100.00%
Vi1 95.00%  50.00%  00.00%  00.00% | 99.00%  90.00%  89.44%  88.89% | 100.00% 100.00% 100.00% 100.00%
V12 77.00%  83.48%  62.91%  53.06% | 91.00%  85.95%  84.97%  83.02% | 94.00%  93.33%  90.58%  89.29%
88.50%  88.62%  T4.15% = 70.42% | 94.66% = 94.44%  91.80%  89.24% | 96.33%  95.91%  95.51%  92.98%
(4.66%) (7.90%) (14.72%) 14.62% | (4.33%) (4.02%) (4.92%) (4.53%) | (3.28%) (4.94%) (5.62%) (6.38%)
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Sin embargo, los resultados presentados podrian estar sesgados debido a la re-
ducida cantidad de datos disponibles (100 muestras por voluntario, cinco ventanas
de media por video), asi como por la asimetria detectada (datos desequilibrados).
Centrandonos en la asimetria, este problema es especialmente relevante en V11.
El efecto en el rendimiento debido a la asimetria para este voluntario se muestra
en la Figura 4-22, que proporciona las matrices de confusién para V11 después de
aplicar los tres algoritmos. Por el contrario, las matrices de confusion del volun-
tario V7 también se muestran en la Figura 4-23. Este voluntario mostr6 el mejor
rendimiento en general, es decir, teniendo en cuenta las diferentes métricas para los
tres clasificadores aplicados. En estas figuras, la clase positiva (miedo) esta repre-
sentada por el nimero dos, y la clase negativa (sin miedo) esta representada por el
numero uno. Las filas corresponden a la clase predicha y las columnas a la clase
verdadera o verdad fundamental. De izquierda a derecha y de arriba a abajo, cada
matriz de confusiéon muestra los indices de verdaderos negativos, falsos positivos y
falsas omisiones. La siguiente fila muestra los falsos negativos, los verdaderos pos-
itivos y la tasa de precision. La ultima fila muestra la tasa de falsos negativos, la
especificidad y la precision global. El resto de las matrices de confusion para cada
modelo dependiente del sujeto generado se muestran en [186].

Tras analizar estas matrices de confusion, también se comprobo que el rendimiento
de los algoritmos para V11 era asimétrico. Asi, por ejemplo, SVM proporcioné una
alta precisién, de hasta el 95,00%, pero esta métrica estaba sesgada por el reducido
nimero de muestras de este voluntario dentro de la clase positiva (sélo cinco mues-
tras). En este caso, los resultados calculados de las métricas Gmean y F1 fueron del
0,00% debido a la tasa de prediccién positiva nula, y el AUC fue del 50,00%, lo que
demuestra que este modelo de clasificacién no se comportd mejor que la adivinacion
aleatoria. El comportamiento mostrado por el SVM en este caso coincidié con el
rendimiento poco fiable habitual de este algoritmo para distribuciones extremada-
mente desequilibradas; es decir, el SVM se orienta hacia la clase mayoritaria para
optimizar la tasa de error durante la etapa de entrenamiento. Por el contrario, los
algoritmos de boosting suelen ofrecer un mejor comportamiento para las distribu-
ciones desequilibradas, tal y como muestra el ENS para este caso. No obstante, esta

situacion de desequilibrio deberia evitarse durante la generacion de la base de datos,
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Figure 4-22: Matrices de confusiéon para un modelo dependiente del sujeto en V11,
detectado como un problema de asimetria.
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Figure 4-23: Matrices de confusion para un modelo dependiente del sujeto en V7.
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y deberia mejorarse la calidad y la diversidad de los estimulos considerados. En el
caso de que esta situacion no se abordara durante la generacion de la base de datos,
el sesgo generado en el rendimiento podria resolverse parcialmente seleccionando
una técnica de clasificacion adecuada, como se ha comentado anteriormente. Sin
embargo, la falta de informacion de una de las dos clases no puede resolverse, lo
que resulta en una posible clasificacién incorrecta para las futuras muestras [207].
Otro posible enfoque para tratar este problema se basa en la aplicacién de técnicas
de aumento de datos o de clases ponderadas, como se aplicd anteriormente para el
DEAP-b1 y el DEAP-b2. Por el contrario, en el caso de V7, el sistema mostré un
40,00% de informacion de clase positiva, lo que se traduce en un mejor rendimiento
del SVM. KNN y ENS siguieron superando a SVM debido a las razones expuestas

anteriormente para la optimizacién de la tasa de error de este clasificador.

4.2.4.2 Modelos independientes de la voluntaria

Centrandonos en el caso de uso independiente del sujeto, la combinaciéon de todas
las muestras individuales dio como resultado un conjunto de datos mas grande con
1200 muestras (100 muestras por voluntario x 12 voluntarios). Los rangos de las
senales fisiolégicas difieren para los distintos individuos debido a la naturaleza de
cada uno y a las diferencias en la configuracién de la medicién (por ejemplo, la
temperatura ambiente). Por lo tanto, los datos (caracteristicas) de cada voluntario
deben ser normalizados. Para ello, consideramos el método de la puntuacién Z. Una
vez normalizada la base de datos, se gener6 el sistema de reconocimiento de miedo
binario utilizando un esquema k — fold CV para la particién de validacion y una
metodologia de prueba LOSO.

La tabla 4.16 muestra las métricas de rendimiento para cada algoritmo de clasi-
ficacion en la generacion del modelo independiente del sujeto. Obsérvese que el
entrenamiento de estos modelos se realiz6 utilizando todos los voluntarios excepto
el utilizado para la prueba en cada iteracién (datos de prueba no vistos); es decir,

se generaron y probaron un total de 12 modelos independientes del sujeto.
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Table 4.16: Métricas de rendimiento para cada modelo generado independiente del sujeto y métricas de rendimiento medio y dispersion
para cada algoritmo de clasificacién. La etapa de entrenamiento se realiza utilizando todos los voluntarios excepto el voluntario probado
en cada modelo generado (datos de prueba no vistos).

SVM ‘ KNN ‘ ENS

Training Tested ACC AUC Gmean F1 ACC AUC Gmean F1 ACC AUC Gmean F1
Type Volunteers (MAD) (MAD) (MAD) (MAD) | (MAD) (MAD) (MAD) (MAD) | (MAD) (MAD) (MAD) (MAD)
V1 65.00%  60.83%  57.15%  47.76% | 75.00% = 71.25% = 68.74% = 62.69% | 71.00% = 65.83% = 60.55% = 52.46%
V2 70.00%  61.33%  58.83%  42.31% | 81.00%  74.00% = 72.66%  61.22% | 82.00%  86.72%  71.26%  60.87%
V3 64.00%  66.00%  62.44%  40.00% | 72.00%  61.88%  59.53% = 39.13% | 62.00% 61.19%  45.82% = 24.00%
V4 82.00%  71.01%  83.88%  59.09% | 84.00%  87.84%  87.67%  63.64% | 85.00%  91.61%  90.75%  66.67%
V5 64.00%  70.55%  61.10%  55.00% | 70.00%  71.74%  65.32%  59.46% | 73.00%  75.58% = 68.16%  63.01%
Subject V6 84.00%  88.57%  85.61%  77.14% | 71.00%  68.81%  68.59%  56.72% | 79.00%  87.86%  76.16%  66.67%
independent V7 75.00%  90.54%  65.38%  59.02% | 76.00%  91.83% = 69.37% = 63.63% | 87.00%  99.46%  82.16%  80.60%
V8 76.00%  81.90%  70.51%  60.00% | 78.00% = 72.86%  71.71%  62.07% | 80.00%  85.00%  75.59% = 66.67%
V9 67.00%  69.67%  63.77%  21.82% | 67.00%  59.44%  58.69%  18.87% | 78.00%  84.78% = 78.88% = 42.11%
V10 76.00%  79.63%  65.95%  60.00% | 78.00% = 72.92%  68.34%  63.33% | 77.00% 82.30% 72.80%  67.61%
V11 74.00%  90.53%  76.78%  23.53% | 80.00%  89.47%  88.85% = 40.00% | 74.00%  86.32%  85.22%  27.78%
Vi2 70.00%  72.05%  64.14%  51.61% | 71.00%  66.90% = 66.12%  53.97% | 72.00% 67.72%  66.73%  54.84%
72.25%  75.22%  67.96%  49.77% | 75.25%  74.07%  7047%  53.73% | 76.67%  81.20%  72.84%  56.11%
(5.58) (9.18) (7.48) (12.24) (4.25) (7.82) (6.50) (10.53) (5.22) (9.07) (8.62) (13.22)
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Después de analizar esta tabla, los mejores resultados también los proporcioné ENS,
con las métricas de rendimiento promedio més altas (81,20%, 72,84%, 56,11%) para
el AUC, Gmean y la puntuacién F1. Por el contrario, la SVM también proporcion el
peor rendimiento en general. Cabe destacar las diferencias entre todos los modelos
independientes del sujeto generados. Por ejemplo, el mejor modelo alcanzé una
Gmean de hasta el 90,75% cuando se prob6 con V4 y se entrené con el resto de los
voluntarios, y el peor modelo proporcioné una Gmean de hasta el 45,82% cuando
se probd con V3 y se entrend con el resto de los voluntarios. Este hecho pone de
manifiesto la necesidad de contar con un conjunto de datos mas amplio y equilibrado
para hacer frente a estos problemas. En cuanto a la puntuacién F1, se observa una
gran variabilidad entre los distintos modelos. Por definicién, esta puntuacién es una
media armonica ponderada entre la precision y la recuperacion, que deja fuera de
la ecuaciéon a los verdaderos negativos. Este hecho es clave cuando se presenta una
incidencia positiva muy baja, pero una puntuacion F1 alta no implica necesariamente
un mejor rendimiento del sistema. Por ejemplo, las matrices de confusion de dos
modelos probados independientes del sujeto para los clasificadores ENS se muestran
en la Figura 4-24 para V4 y V7 con puntuaciones F1 de hasta 66,67% y 80,60%
respectivamente. Basado en la aplicacién de reconocimiento de miedo perseguido,
podria ser mas conveniente tener una clasificacion errénea para el falso-positivo que
sobre el falso-negativo. Por lo tanto, la comparacién de la puntuacion F1 para
diferentes modelos independientes del sujeto debe ir acompanada de los requisitos y
necesidades de la aplicacion. Nétese que los dos ejemplos explicados no mostraron
un rendimiento de clasificacion perfecto. El resto de las matrices de confusion para

cada modelo independiente del sujeto generado se proporcionan en [186].

157 Jose A. Miranda, Tesis Doctoral



Capitulo 4. Prueba de concepto para clasificar miedo

ENS / Sl Tested with V4

ENS / Sl Tested with V7

70 0 100.0% 60 13 82.2%
70.0% 0.0% 0.0% 60.0% 13.0% 17.8%
()] )]
%) %)
© ©
(@] (@]
b 15 15 50.0% b 0 27 100.0%
5 15.0% 15.0% 50.0% 5 0.0% 27.0% 0.0%
o i)
o o
o o
82.4% 100.0% 85.0% 100.0% 67.5% 87.0%
17.6% 0.0% 15.0% 0.0% 32.5% 13.0%
Y Vv Y Vv
Ground Truth Ground Truth
(a) (b)

Figure 4-24: Matrices de confusion para los clasificadores ENS y los voluntarios
probados (datos no vistos) sobre sus respectivos modelos independientes del sujeto:
(a) probado V4, (b) probado V7.

En cuanto a la complejidad temporal y espacial de los modelos empleados, SVM y
KNN ya fueron discutidos en las secciones anteriores. El modelo restante, ENS, es
en realidad un clasificador AdaBoost, que se basa en un tnico aprendiz fuerte com-
puesto. Este tltimo esta formado por diferentes aprendices débiles que, en este caso,
son arboles poco profundos. Asi, dos parametros son esenciales para estimar la com-
plejidad temporal y espacial: el nimero de arboles y el nimero maximo de divisiones
por arbol. Por un lado, la complejidad temporal solia definirse por O( feats * nyyees)
para este tipo de clasificador, donde feats es el niimero de caracteristicas y nrees
es el nimero total de arboles. Notese que la complejidad temporal de los arboles no
se incluye dentro de la complejidad temporal total de AdaBoost, ya que es insignif-
icante en comparacion con el tiempo total. Por otro lado, la complejidad espacial
viene determinada por la cantidad de arboles superficiales entrenados y el nimero
maximo de divisiones permitidas dentro de cada uno de ellos. Ademas, también hay
que almacenar los pesos entrenados para los aprendices débiles. En el peor de los
casos, cuando se trata de modelos independientes del sujeto, que son mas complejos
que los dependientes del sujeto, el nimero de arboles utilizados es una cuarta parte
del conjunto de datos de entrenamiento, es decir, aproximadamente 300 arboles de
media (1.200 instancias de entrenamiento), y el niimero maximo de divisiones permi-
tidas por aprendiz débil es de media diez. Considerando estos valores y el conjunto

total de 48 caracteristicas, la complejidad temporal estimada alcanza hasta 14400
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operaciones mientras que la complejidad espacial alcanza aproximadamente 13 kB
(300 &rboles x 10 splits maximo + 300 pesos entrenados). Notese que la memo-
ria utilizada en kB se basa en un tipo de datos enteros de 32 bits para todos los
parametros a almacenar.

Cabe destacar que pueden implementarse y aplicarse otras optimizaciones algorit-
micas de AdaBoost y del arbol, asi como otras alternativas de selecciéon de carac-
teristicas, para lograr una menor complejidad temporal, que incluso puede conducir
en algunos casos a un mejor rendimiento de reconocimiento. Aunque la informacion
redundante no afecta tan negativamente a AdaBoost como a otros clasificadores,
como SVM, la eliminacién de la informacion irrelevante si afecta y puede suponer
un menor tiempo computacional. De hecho, en la Tabla 4.17 se muestran los re-
sultados para la misma configuraciéon de entrenamiento, validacién y prueba que el
caso independiente del sujeto empleando el clasificador AdaBoost, pero cambiando
el método de seleccion de caracteristicas a mrMR con K = 10. Noétese que esta
técnica también se aplico al sistema DEAP-b2. Se puede observar que las métri-
cas obtenidas son similares a las presentadas sin seleccion de caracteristicas. Sin
embargo, la reduccién de 48 a 10 caracteristicas afecta directamente a la compleji-
dad del tiempo de inferencia. Asi, con esta configuraciéon y considerando el mismo

numero de arboles en promedio, sélo es necesario realizar 3000 operaciones.

4.3 Discusion y Conclusion

En este capitulo se ha presentado el trabajo realizado para crear un sistema de de-
teccion de miedo utilizando conjuntos de datos disponibles ptublicamente. Parte del
trabajo presentado también estd contenido en articulos publicados [181, 183, 186].
A lo largo del disefio de los diferentes sistemas, se han identificado y abordado
inicialmente los procesos esenciales que deben considerarse criticos para una imple-
mentacién embebida. Por ejemplo, el principal foco de discusiéon es la complejidad
temporal y espacial de los modelos resultantes en comparacién con sus métricas
de rendimiento. Como se indicé al principio del capitulo, el diseio de un modelo
totalmente independiente del sujeto permitiria la primera generacién de una her-
ramienta tecnologica capaz de detectar cualquier emocion basada en el aprendizaje

automatico. Esta herramienta puede personalizarse durante la operacion con los

159 Jose A. Miranda, Tesis Doctoral



Capitulo 4. Prueba de concepto para clasificar miedo

Table 4.17: Métricas de rendimiento para cada modelo generado independiente del
sujeto y métricas de rendimiento medio y dispersion para ENS tras la seleccion
de caracteristicas mrMR. La etapa de entrenamiento se realiza utilizando todos
los voluntarios excepto el voluntario probado en cada modelo generado (datos de
prueba no vistos).

ENS

Training Tested ACC AUC Gmean F1
Type Volunteers (MAD) (MAD) (MAD) (MAD)

V1 90.00%  68.42%  59.37%  50.70%

V2 87.27%  87.25%  76.18%  64.15%

V3 87.73%  65.63%  45.00%  23.08%

V4 88.64%  84.55%  84.48%  57.14%

) 90.45%  86.83%  61.50%  54.55%

Subject V6 92.27%  90.57%  85.22%  78.13%
independent V7 87.27%  95.71%  78.58%  87.02%
(mrMR) V8 90.91%  94.90%  92.38%  87.50%
V9 88.18%  91.56%  81.10%  47.06%

V10 85.00%  97.17%  79.06%  88.89%

V11 85.00%  99.79%  88.85%  33.33%

V12 93.64%  69.62%  53.67%  39.29%

88.86%  86.00%  73.78%  59.24%
(2.16)  (9.30)  (12.60)  (18.25)

datos recogidos del sujeto. Por ejemplo, en el equipo UC3M4Safety, la deteccion
del miedo en situaciones de Violencia de Género ha sido el germen de este trabajo
de investigacién. Los modelos dependientes del sujeto requieren tener suficientes
datos para que los diferentes conjuntos de entrenamiento, validacion y prueba sean
estadisticamente significativos. En caso de tener suficiente informacién de un sujeto
en particular, entonces se puede generar un modelo dependiente del sujeto e incluso
perseguirlo, ya que archiva un mejor rendimiento que un modelo independiente del
sujeto. Sin embargo, en la mayoria de los casos, cuando se trata de aplicaciones de
la vida real, en las que durante el primer momento de despliegue no hay o hay poca
cantidad de datos de ese sujeto en particular, entonces es necesario implementar un
modelo independiente del sujeto.

La tabla 4.19 resume los mejores resultados obtenidos a lo largo de esta parte del
trabajo para el reconocimiento binario de emociones de miedo cuando se trata de un
modelo independiente del sujeto. Como se puede observar, se exploraron diferentes
técnicas de optimizacion de hiperparametros, clasificadores y configuracion del sis-
tema (con y sin seleccion de caracteristicas). En primer lugar, el sistema DEAP-b1

utilizé 21 sujetos, empled un KNN mediante el uso de una estrategia especifica de
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Hold-Out extremo, y logré una Gmean de hasta el 62,00%. La particularidad de
dicho sistema fue que las senales filtradas se consideraron como entradas, ya que no
se aplico ninguna extraccion de caracteristicas. Por tanto, como ya se ha comentado
en apartados anteriores, este hecho podria llevar a resultados demasiado optimistas.
Notese que en este sistema no se aplicé ninguna optimizacion de hiperparametros
como tal, ya que se utilizaron los valores obtenidos durante el barrido de paramet-
ros para los modelos dependientes del sujeto. Debido a las limitaciones observadas
para el DEAP-b1 en términos de complejidad espacial, se desarroll6 el DEAP-b2
con el objetivo de obtener un clasificador mas ligero. Este tltimo consideré todo
el conjunto de voluntarios del DEAP a costa de omitir una de las senales fisiolog-
icas (SKT). En este caso, la singularidad se baso en el origen del mapeo binario
del miedo, que se obtuvo directamente del espacio PA en lugar de utilizar el espacio
PAD. Para aumentar el rendimiento del sistema DEAP-b2, la eliminacion de los ras-
gos redundantes y la maximizacién de los relevantes a lo largo de mrMR condujo al
sistema DEAP-b2+, que proporcioné un mejor rendimiento que DEAP-b2 y DEAP-
bl. Asi, en este caso, la aplicacién de técnicas de seleccién de caracteristicas resulto
un paso vital para la mejora del sistema. Sin embargo, la complejidad espacial siguié
siendo la misma. Por tltimo, las limitaciones a las que se enfrentaba el DEAP se
solucionaron utilizando la base de datos MAHNOB. Centrandonos en el clasificador
basado en arboles, desarrollamos dos sistemas, con y sin seleccion de caracteristicas.
En este caso, la técnica de prueba CV aplicada fue LOSO, que ofrece una visién no
demasiado optimista del rendimiento del sistema. Asi, debido a las caracteristicas
especificas del clasificador, al aplicar la seleccion de caracteristicas logramos métri-
cas similares para Gmean y AUC, y obtuvimos el menor almacenamiento para el

modelo.
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Table 4.18: Los mejores resultados obtenidos a lo largo del capitulo 4 para el re-
conocimiento de la emociéon binaria del miedo cuando se trata de un modelo inde-
pendiente del sujeto.

System DEAP-b1 DEAP-b2 DEAP-b2+ MAHNOB-fear =~ MAHNOB-fear+
Subjects 21 32 32 12 12
Signals PPG, GSR, SKT  PPG, GSR PPG, GSR  ECG, GSR, SKT ECG, GSR, SKT
Hyp.Opt. - Grid Search Grid Search SMBO SMBO
Classifier KNN SVM-RBF SVM-RBF ENS-AdaBoost ENS-AdaBoost
CV Technique Hold — Out k — fold k — fold LOSO LOSO
Space (kB) 48.59 39.06 39.06 13 13
AUC (MAD) - 62.79 (4.72)%  81.60 (8.70)% 81.20 (9.07)% 86.00 (9.30)%
Gmean (MAD) 62.00% 62.62 (4.73)% 81.55 (10.21)%  72.84 (8.62)% 73.78 (12.60)%

Centrandonos en los ultimos sistemas propuestos, MAHNOB-fear y MAHNOB-
fear+, hay que tener en cuenta ciertas limitaciones. Por un lado, el enfoque de
segmentacion de datos utilizado presenta algunas desventajas cuando se trata de
senales fisiologicas que cambian lentamente. Deberian aplicarse diferentes técnicas
para tener en cuenta las distintas particularidades fisiologicas sin desperdiciar in-
formacion. Por ejemplo, en el caso concreto de la RSG, el uso de la segmentacion
dinamica de datos y la superposicién podria ser una solucién vélida. Sin embargo,
cuando se trata de dispositivos con recursos limitados, una solucién mejor podria ser
llevar un registro de los arranques de las ERSCR y, al detectar los arranques para
las sucesivas ventanas de procesamiento, calcular todas las métricas de las ERSCR.
La principal ventaja de este ultimo método es la independencia de la longitud de la
ventana de procesamiento a costa de almacenar la informacién de seguimiento de los
ERSCR hasta la finalizacion de los mismos (offset). Por otro lado, a pesar de utilizar
una técnica de normalizacién especifica (Z-score), se podrian aprovechar otros enfo-
ques. Por ejemplo, ya estamos trabajando en la aplicacién de diferentes técnicas de
normalizacion, como el uso de intervalos de tiempo de recuperacion para normalizar
los datos del estimulo relacionado con la emocién y estudiar el efecto para el caso
de uso del miedo analizado. Por tultimo, cabe senalar que los resultados mostrados
estan limitados por el tamano del conjunto de datos considerado (12 sujetos), que es
el punto mas débil de este tipo de modelos. Dado que no existe ningin otro conjunto
de datos que se ajuste a nuestro caso de uso, se requiere un conjunto de datos mas

grande y mejor para crear un sistema mas fiable. Por lo tanto, las limitaciones iden-
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tificadas durante el desarrollo de estos sistemas confirman la pertinencia de crear
un nuevo conjunto de datos centrado en la deteccion del miedo. Este conjunto de
datos deberia incluir algunos hechos clave, como el uso de tecnologia de inmersion
emocional, la modificacion de la metodologia de etiquetado para tener en cuenta
la perspectiva de género, una distribucion de estimulos adecuadamente equilibrada
con respecto a las emociones objetivo y un mayor ntimero de participantes. Mas
detalles sobre este ultimo hecho y la nueva base de datos UC3M4Safety se recogen
en el capitulo 6.

En cuanto a la comparacion con otros trabajos de investigacion, la amplia casuistica
del problema de reconocimiento de emociones es una tarea desafiante. Esto se debe
a la gran cantidad de técnicas diferentes que se pueden aplicar dentro de la cadena
de procesamiento de datos y la generacion del modelo de aprendizaje automatico.
Sin embargo, podemos hacer una clara distincién utilizando cinco factores: a) CV
utilizado para la validacion y/o prueba, b) el nimero de sujetos contabilizados, c) el
paradigma de clasificacién de la emocién (binario, discreto y / o la deteccién de la
emocién multidimensional), d) la cantidad y el tipo de senales utilizadas, y e) el uso
de conjuntos de datos disponibles ptiblicamente. Esto tltimo es de gran importancia,
ya que los trabajos basados en bases de datos abiertas pueden compararse directa-
mente sin tener que profundizar en las discusiones sobre las diferencias metodologicas
experimentales. En la tabla 4.19 se enumeran los factores anteriores con respecto a
algunos de los principales trabajos del estado de la técnica que estan directamente
relacionados con éste y que han influido en él. A primera vista, observamos una
gran variedad de técnicas, lo que dificulta la comparacion. En primer lugar, sélo se
han seleccionado los trabajos de investigacion que estan directamente relacionados
con la detecciéon del miedo o con la clasificacion de las emociones. De hecho, dos
trabajos se basan en la clasificaciéon de emociones discretas, siete de ellos se centran
en la clasificacion de arousal y valencia (diferentes niveles) utilizando el modelo PA,
y tres trabajos de investigacion clasifican las emociones mediante el modelo PAD. De
estos ultimos, dos de ellos [184,185] son los ya revisados en la seccion 4.1 que utilizan
nuestro paradigma de binarizacién del miedo propuesto. En segundo lugar, sélo seis
de los trabajos emplearon una técnica de CV de dejar de lado (sujeto o ensayo).

Los demas aplicaron k — fold y Hold-Out, lo que, segtn la disposicion de los datos,
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puede llevar a resultados demasiado optimistas. Ademas, independientemente del
paradigma de clasificacion de emociones y de la técnica de CV aplicada, la mayoria
de los trabajos no informaron de muchas métricas de rendimiento de aprendizaje
automatico, aparte de la precisién. Finalmente, teniendo en cuenta estos aspectos
de contextualizacién, podemos concluir que las métricas obtenidas estan en linea

con el estado del arte.
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Table 4.19: Los trabajos mas recientes y principales del estado de la técnica que estan directamente relacionados con esta investigacion y
que han influido en ella en lo que respecta a la computacion afectiva utilizando informacion fisiologica.

‘ Subjects Signals Classifier CcvV Emotion Dataset Metrics
Lisetti and Nasoz [208] 14 ECG,GSR,SKT KNN LOO Sadness, anger, fear, own ACC(fear): 85.6%
surprise, frustration, amusement
BP,EEG,GSR, ’, PA space calm-neutral ]
Chanel et al. [209] 10 PPG RESP SVM LOSO vs. positive-excited own ACC: 66.00%
Valenza et al. [167] 35 ECG,GSR,RESP QDA 40-fold CV  Five arousal and valence levels own ACC > 90%
’ ACC(V):79.00%
Valenza et al. [161] 30 ECG SVM-RBF LOO Two levels arousal and valence own ACC(A): 84%
Abadi et al. [145] 30 ECG,EOG,EMG SVM LOTO Two levels arousal, DECAF  ACC(A,V,D):50-60%
valence, dominance
Rubin et al. [160] |10 ECG SVM k— fold Binary Panic detection own ACC:73-97%
Rathod et al. [210] 6 GSR,PPG SVM Hold-Out Normal, happy, sad, own ACC < 87.00%
fear, anger
Zhao et al. [211] ‘ 15 PPG,GSR,SKT NB,RF,SVM LOSO Four PA quadrant own ACC:76.00%
Marin Morales et al. [79] | 60 EEG,ECG SVM LOSO Two levels arousal and valence own ACC:75-82%
Santa Maria Granados et al. [163] | 40 ECG,GSR CNN Hold-Out  Two levels arousal and valence ~ AMIGOS ACC:71-75%
Miranda et al. [183] |15 PPG,GSR,SKT RF Hold-Out Fear (PAD binarized) DEAP ACC:54.00%
Amani Albraikan et al. [194] 25 GSPF{{]LZES)(;(;IEIE“) G, ENS k — fold  Three levels arousal and valence MAHNOB ACC:94.00%
Miranda et al. [181] | 32 PPG,GSR SVM k— fold Fear (PA binarized) DEAP ACC:62.80%
Oana Balan et al. [184] ‘ 32 EEG and peripheral RF k — fold Fear (our paradigm) DEAP ACC:89.96%
Miranda et al. [186] |12 ECG,GSR,SKT ENS LOSO Fear (PAD binarized) MAHNOB ACC:76.67%
Oana Balan et al. [185] |32 PPG,GSR Boosting k— fold Fear (our paradigm) DEAP ACC:91.70%
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Capitulo

Un nuevo sistema autonomo de

reconocimiento de emociones: Bindi

Como se indica en el capitulo 1, uno de los principales objetivos de esta investigacion
se centra en proporcionar una solucion tecnolédgica inteligente para prevenir y com-
batir la violencia de género. En base a ello, se propone el sistema 5-1. Se trata de un
sistema multimodal auténomo que considera las tecnologias [oT para la deteccion
de situaciones de riesgo en contextos de violencia de género. En concreto, la parte de
edge-computing del sistema se concibe como una red ciberfisica inteligente capaz de
detectar emociones relacionadas con el miedo. Esto se consigue mediante sensores
inteligentes fisiologicos y fisicos (audio y/o voz) que monitorizan continuamente al
usuario. Esta tarea se completa con una fusién de datos multimodal basada en la
niebla dentro de una aplicaciéon ad-hoc para smartphones. Finalmente, en caso de
confirmar una situacién de riesgo, se activa una alarma a una red de proteccion pre-
definida. Ademas, la informacién se envia a servidores informaticos especificos en
la nube, que se encargan de almacenar los datos recogidos para posteriores acciones
legales. El diseno de este sistema impulsa la generacion de nuevos mecanismos de
prevenciéon y lucha contra la violencia de género.

En este capitulo, en primer lugar, se realiza un estudio detallado sobre los sistemas
y herramientas actuales para prevenir las agresiones violentas de género. Esto se
hace considerando diferentes perspectivas como los dispositivos disponibles en el
mercado, los sistemas de grado de investigacion y las herramientas institucionales.

Notese que este ultimo se centra en las instituciones espanolas, debido al liderazgo
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Figure 5-1: Arquitectura simplificada del sistema Bindibasado en las diferentes tec-
nologias del IoT.

mundial de Espana en este aspecto, tal y como se detalla en el capitulo 1. Ademas, se
comparan y destacan las diferentes ventajas competitivas tecnolégicas de Bindi. A
este andlisis le sigue una descripcion exhaustiva del sistema Bindi. Asi, se abordan
los diferentes disenos de hardware y software dentro del brazalete de Bindi. En
primer lugar, se detalla la arquitectura del sistema, tanto en su disefio como en
su integracion. Esto se acompaifia de diferentes recomendaciones de integracion de
wearables fisioldgicos a tener en cuenta para las siguientes versiones del sistema. En
segundo lugar, se informa y explica la actual implementacién integrada. Hay que
tener en cuenta que los resultados ofrecidos en este capitulo se han presentado en

diferentes publicaciones [11,159,183,212].

5.1 Tecnologia actual para luchar contra la vio-

lencia de género
El desarrollo de la tecnologia a lo largo de los anos ha hecho realidad la generacién
y aplicacién de nuevas herramientas para prevenir la Violencia de Género [9, 22,
23]. Las ventajas de utilizar herramientas tecnoldgicas para ayudar a combatir este
problema son multiples:
o Accesibilidad de la proteccién. La tecnologia puede facilitar y acercar el acceso
a la proteccién de las victimas.
 Centralizacién de la informacién. Diferentes instituciones y/o fuerzas pueden
cooperar hacia un seguimiento conjunto de las circunstancias que rodean a las
victimas de la violencia de género.

o Recogida de informacion multimodal. La recopilacion de diversas fuentes de in-
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formacion puede utilizarse para el analisis de prediccién y prevencion. Ademas,
esto permite una mejor comprension de la situacién especifica de la victima.
Tiempos de respuesta a la acciéon. Los puntos anteriores afectan directamente
a los tiempos de decision en la activacion de los respectivos mecanismos insti-
tucionales.

Refuerzo de la seguridad. Desde la perspectiva del usuario, la inclusion de
una tecnologia fiable y robusta puede proporcionar una mayor sensacion de

seguridad en las victimas de la violencia de género.

Sin embargo, estas ventajas también van acompanadas de diferentes requisitos, con-

sideraciones y cuestiones abiertas, que pueden resumirse en:

La pseudoanonimizacion de los datos almacenados es crucial. Cualquier tec-
nologia debe garantizar la proteccién y seguridad de todos los datos sensibles
o identificables. La gestién y la propiedad de dicha informacién deben ser
cuidadosamente consideradas. Asi, debe garantizarse el estricto cumplimiento
de las leyes de proteccién de datos. Ademas, cualquier solucién tecnoldgica
debe garantizar la cadena de custodia de la informacién recogida para que
pueda ser utilizada posteriormente en cualquier proceso judicial.

Las herramientas tecnolégicas candidatas deben conectar directamente a las
victimas con profesionales especializados. Esto aboga por: 1) la necesidad
de contar con mas profesionales formados para tratar adecuadamente a las
victimas de la violencia de género, y 2) la elaboracién de nuevos protocolos
que tengan como objetivo evitar la revictimizacion.

Es de suma importancia la alineaciéon entre las soluciones tecnolégicas prop-
uestas, el gobierno y los actores privados. Hay que tener en cuenta que estos
ultimos desempenan un papel fundamental en el desarrollo y la integracién de
las soluciones tecnologicas.

La personalizacion tecnoldgica debe considerarse un aspecto esencial, ya que
es muy necesario que la solucién tecnolégica se adapte y personalice a cada
persona. Esto se debe a la adaptacion a diferentes contextos y entornos het-
erogéneos. Sin embargo, esto podria enfrentarse a las limitaciones actuales de
la tecnologia para lograr dicha adaptacion.

Accesibilidad a las soluciones de base tecnoldgica propuestas. Se sabe que

169

Jose A. Miranda, Tesis Doctoral



Capitulo 5. Un nuevo sistema auténomo de reconocimiento de emociones: Bindi

existe una brecha de género en la posesion de moviles de aproximadamente un
7% en los paises de ingresos bajos y medios [213]. Este hecho, acompanado de
los menores ingresos percibidos por las mujeres, hace que el precio objetivo y
la plataforma tecnoldgica sean factores criticos. El primero esta relacionado
con la asequibilidad de la solucién, mientras que el segundo se refiere al hecho
de que las soluciones sin necesidad de tecnologia de telefonia mévil ayudarian
a que la solucion fuera mas inclusiva.
Todos estos puntos justifican y fomentan el enfoque multidisciplinar que se reclama
en el capitulo 1 y que es necesario para el diseno, el desarrollo y la integracion de
la tecnologia que se ocupa de los contextos de la violencia de género. Aunque se
trata de una tarea dificil, uno de los principales objetivos de esta investigacion es
proporcionar la base tecnoldgica necesaria para empezar a resolver estos problemas
y preguntas abiertas. Cabe destacar que cualquier solucién de base tecnoldgica
disenada y orientada a la casuistica de la Violencia de Género puede ayudar a
prevenir y combatir, pero nunca resolvera todo el problema. Eso, es una cuestion
educativa.

Una de las tecnologias mas empleadas son las aplicaciones basadas en el teléfono
movil. Hoy en dia, esta tecnologia es una de las mas aceptadas a pesar de las consid-
eraciones descritas anteriormente. Recientemente, los autores de [214] realizaron una
revision sistematica de hasta 171 aplicaciones cuyo objetivo era abordar la Violencia
de Género a través de diferentes mecanismos. Independientemente de la aplicacion
especifica, los autores concluyeron que la mayoria de ellas estaban principalmente
enfocadas y disenadas para soluciones de emergencia a corto plazo o puntuales.
Este hecho deja de lado la perspectiva de la prevencién y ofrece la posibilidad de
identificar inicamente hechos aislados de Violencia de Género en lugar de ofrecer
un seguimiento continuo y el autoempoderamiento de las Victimas de Violencia de
Género, que deberia ser uno de los principales objetivos. Aunque los autores afir-
man que cada vez se incluyen méas funciones educativas en las aplicaciones recientes,
es necesario llevar a cabo mas investigaciones relacionadas con la seguridad de los
datos, la seguridad personal y la eficacia de dichas soluciones. Un ejemplo de una
de estas aplicaciones es AlertCops [215]. Esta aplicacion estd promovida especifica-

mente por el Ministerio del Interior espanol y permite notificar al instante cualquier
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tipo de incidencia con las fuerzas del orden. Como caracteristica diferenciadora
respecto a otras aplicaciones existentes, en el ultimo ano se ha incorporado a esta
aplicacion el "Boton SOS", que permite reforzar la protecciéon de los colectivos vul-
nerables. Este botén envia una alerta urgente al centro policial méas cercano junto
con su ubicaciéon Global Positioning System (GPS) y una grabacién de audio de
10 segundos de lo que estd ocurriendo. Ademas, esta aplicacion también incluye la
funcion "Guardian', que ultimamente han incluido muchas otras aplicaciones. En
concreto, permite compartir la ubicaciéon en tiempo real con los contactos selecciona-
dos por el usuario. Aunque estas aplicaciones pueden explotar con éxito las diversas
capacidades de la tecnologia movil, la toma de decisiones se basa en cualquier caso
unicamente en medidas ambientales o relativas, pero nunca en medidas del propio
usuario.

En este contexto, las partes interesadas del sector privado también han desarrol-
lado herramientas tecnologicas que podrian utilizarse para abordar el caso de uso
comentado. Sin embargo, la mayoria de estas soluciones se incluyen en la categoria
de botones de panico. Incluso en algunos paises, como la India, se emitié una direc-
tiva relacionada con la inclusién obligatoria de un botén de panico en cada teléfono
movil vendido a partir de 2017. Una de las soluciones de boton de panico més desta-
cadas que esta pensada especificamente para hacer frente a situaciones de Violencia
de Género es SaferPro de LeafWearables, una empresa india. Se trata de un dis-
positivo de pulsera que viene con una tarjeta de médulo de identidad de abonado
de bajo consumo, lo que lo hace independiente del teléfono mévil. En concreto, una
vez que el usuario pulsa el botén, se envia una alarma a un circulo seleccionado
de respondedores y se inicia una grabacion de audio. Sin embargo, los botones de
panico presentan importantes limitaciones en cuanto a la seguridad de las mujeres:
1) la exigencia de un papel activo en su autoproteccion, lo que ciertamente no es
posible bajo algunos tipos de agresién y/o bloqueo de las reacciones emocionales,
2) su falta de diseno discreto que puede provocar estigmas en las usuarias, y 3) la
falta de apoyo de la infraestructura [216]. A pesar de los esfuerzos tecnolégicos,
este tipo de enfoque es cuestionado por varios expertos en Violencia de Género [21],
que reclaman, entre otras cosas, una investigacion y tecnologia més avanzada en

estas soluciones que se consideran anticuadas y un mayor grado de atenciéon al pa-
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pel de las victimas. Ademaés de los botones de panico, también existen dispositivos
comerciales que, aunque no estan exactamente orientados al caso de uso de la Vi-
olencia de Género, permiten generar alarmas de forma automaética sobre eventos
anormales internos y externos detectados al usuario. Por ejemplo, el Apple Watch
Series 4 y posteriores proporcionan deteccion de caidas y envian un SOS a contactos
de emergencia predefinidos en caso de que el usuario no realice ninguna accién. El
brazalete Embrace2 de Empatica es el inico wearable de muneca autorizado por la
FDA para la epilepsia, que activa una alarma en caso de detecciéon de convulsiones.
Esto se hace mediante la monitorizaciéon GSR. Ademads, esta equipado con otros
tres sensores (SKT, acelerémetro y giroscopio) que también pueden ser adquiridos y
almacenados con fines médicos. Este tltimo sistema también abre la posibilidad de
considerar el uso de una tecnologia de deteccion similar para abordar la violencia de
género. Entre los dispositivos de deteccion fisiologica avanzada lanzados reciente-
mente, destacan Fitbit con FitbitSense y Oura con OuraRing. El primero es la tinica
pulsera inteligente comercial que ofrece mas de dos sensores fisiolégicos integrados:
GSR, ECG, PPG y SKT. Sin embargo, la actual integracion electromecéanica de
algunos de estos sensores dificulta la aplicacién de este dispositivo a otros casos de
uso. Esto se debe principalmente al hecho de que la adquisiciéon de una medicion
de GSR y/o ECG requiere que la mano libre esté encima del brazalete, ya que esto
proporciona un circuito de bucle cerrado. Este tltimo sistema se basa en un anillo
inteligente y proporciona la adquisiciéon de PPG y SKT con una precisiéon relativa-
mente alta. Sin embargo, hay que tener en cuenta que el nicho de mercado de estos
dispositivos se centra en el bienestar genérico, mas que en cualquier otro caso de
uso especifico. Hasta donde yo sé, el tnico dispositivo comercialmente disponible
orientado a proporcionar una herramienta para prevenir una condiciéon especifica
relacionada con la fisiologia es el mencionado Embrace2. Sin embargo, la prolif-
eracion de dispositivos comerciales vestibles con capacidades de deteccion fisioldgica
ha estado en auge en los tltimos anos y podria beneficiar el diseno y desarrollo de
herramientas orientadas a la aplicacién objetivo de esta investigacion.

El sector publico no ha sido ajeno a los avances tecnolégicos. Cuando se trata de la
vigilancia electrénica para ayudar a prevenir la Violencia de Género, Espana resulta

ser uno de los paises pioneros en el mundo en la promocion de este tipo de tecnologia.
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De hecho, como ya se repasé en el Capitulo 1, en 2013 se firmé un convenio entre el
Ministerio del Interior, Justicia, Sanidad y Servicios Sociales e Igualdad del Consejo
General del Poder Judicial y la Fiscalia General del Estado por el que se aprobo
el "Protocolo de actuacion del sistema de seguimiento por medios telematicos de
las medidas y sentencias de alejamiento en materia de violencia de género'. Estas
medidas obligan al agresor y a la victima a llevar diferentes dispositivos, Figura 5-2.
Ademas, todas las diferentes alarmas generadas por el sistema son monitorizadas
y centralizadas por un centro especializado llamado Cometa, gestionado por una
empresa privada (Securitas Direct) subcontratada por el gobierno espanol. Las
partes interesadas consideradas, asi como la centralizacion de la informacién que
proporciona este sistema, estdn en consonancia con las ventajas y los requisitos
anteriores. Sin embargo, en el caso concreto de este sistema, la tecnologia empleada
es obsoleta y se basa tnicamente en la monitorizacion GPS, lo que en algunos
casos provoca que el agresor acose aun mas a la victima. Aunque este protocolo y
solucién tecnoldgica han ayudado en la lucha contra la Violencia de Género durante
los ultimos afios, su tecnologia de deteccién basada en GPS, sumada a su baja
bateria y a los fallos intermitentes que se reportan, hacen que esta soluciéon sea muy

limitada.

“NO SE TE OCURRA

PONERME LA MANO ENCIMA

DLV

Figure 5-2: Dispositivos considerados para el sistema de vigilancia electréonica dentro
del "Protocolo de actuacion del sistema de vigilancia por medios telematicos de las
medidas y penas de alejamiento en materia de violencia de género". DLI: Dispositivo
que lleva el agresor; DLV: Dispositivo que lleva la victima [9)].

En el caso de buscar propuestas en el ambito académico sobre el diseno de sis-
temas y herramientas para evitar la Violencia de Género, existe literatura [217].

Sin embargo, en cuanto a la mayoria de los dispositivos comerciales, éstos se cen-
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tran en el diseno y optimizacion de sistemas basados en botones de panico. Cabe
mencionar que dejando de lado el resultado final fisico del wearable, también ex-
iste literatura que aborda directamente la problemética de la Violencia de Género
mediante el aprendizaje automatico aplicado a la informacion centralizada. Por
ejemplo, los autores de [218] utilizaron el aprendizaje automatico para disenar mod-
elos que predijeran con precision el riesgo de reincidencia de un agresor de violencia
de género. Emplearon 40.000 informes de violencia de género extraidos de VioGen
y superaron el algoritmo de evaluacion de riesgo preexistente basado en técnicas
estadisticas clasicas. Aparte de eso, en la literatura faltan propuestas de sistemas
dirigidos a la prevencion y lucha contra la Violencia de Género.

De este analisis podemos concluir que ninguna de las soluciones tecnologicas publi-
cas, de investigacion o privadas para combatir la Violencia de Género se beneficia de
los avances clave del estado del arte y de la electréonica de consumo actuales, como
la analitica fisioldgica y fisica y la computacion afectiva. Estos avances pueden ser
aprovechados para conseguir una herramienta tecnologica de prevencion de la Vi-
olencia de Género mejor, autébnoma y mas discreta, que es el objetivo del equipo
UC3M4Safety mediante el sistema BindiAdemads, el disefio de una herramienta de
este tipo para la seguridad de las mujeres requiere que éstas sean co-creadoras de
la solucion, algo que este equipo estd considerando fuertemente mediante una es-
trecha colaboracion con diferentes asociaciones de mujeres y grupos de discusion de
mujeres profesionales expertas en la materia. Hasta donde yo sé, Bindi es el tinico
sistema que propone una herramienta tecnologica para ayudar a prevenir y combatir

la Violencia de Género mediante la informatica afectiva [11,183,219,220].

5.2 Bindi

Cronolégicamente, Bindi ha pasado por varias fases de disefio y desarrollo, Figura
5-3. La primera prueba de concepto fue el iGlove, que fue una tesis de méaster co-
supervisada [221]. La idea de este sistema era disefiar e implementar un primer sis-
tema de monitorizacion fisioldégica continua wearable. En concreto, estaba equipado
con tres sensores fisiologicos (BVP, GSR y SKT) y permitia la transmisién con-
tinua de datos mediante Bluetooth Low Energy (BLE) a un teléfono mévil. Este

dispositivo estaba basado en [222]. Ademés, el SoC integrado en el iGlove era un
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ARM®Cortex-MO0 de 32 bits con 32KB de RAM y 256KB de Flash. Este disposi-
tivo cumplié con éxito su objetivo de crear la primera herramienta para impulsar la
investigacion en computacion afectiva dentro del equipo UC3M4Safety. Posterior-
mente, se disefié la primera version formal de Bindi, Bindi 1.0, utilizando la mayor
parte del hardware de iGlove como sélido punto de partida. Como ya se introdujo al
principio de este capitulo, Bindi 1.0 es un sistema de red de area personal formado
por tres dispositivos: una pulsera, un colgante y una aplicaciéon para smartphone.
En concreto, el SoC integrado dentro de Bindi 1.0 era un ARM®Cortex-M4 de 32
bits con 64KB de RAM y 256KB de Flash. Especificamente para este sistema, fui
responsable de algunas de las principales tareas relacionadas con el brazalete, tales
como 1) la supervision de los esquemas, Printed Circuit Board (PCB), y el diseno
de la maqueta, 2) el disenio del firmware y la integracién del sistema, y 3) la coordi-
nacion de las diferentes validaciones y aplicacién de bancos de pruebas para asegurar
la funcionalidad. Cabe destacar que, independientemente de estas tareas especificas,
la mayor parte del diseno, integracion, implementacion y validacién se ha realizado
de forma conjunta, ordenada y organizada por un grupo de personas pertenecientes
al equipo de UC3M4Safety. Esta primera version de Bindi es la que se aborda en este
capitulo. Ademads, Bindi 1.0 es uno de los sistemas sensoriales empleados durante
la grabaciéon del conjunto de datos WEMAC que se explica en el Capitulo 6. Tras
las diferentes limitaciones identificadas durante el desarrollo y uso de Bindi 1.0, la
UC3M4Safety disefié Bindi 2.0 durante los dos ultimos anos. Este nuevo sistema
sufrié un drastico proceso de miniaturizacién que aprovechoé la integracion del hard-
ware de Bindi 1.0. Ademads, en esta nueva versién se han incluido nuevos sensores
y diferentes mejoras de hardware, asi como nuevas funcionalidades de firmware. En
este caso, el SoC integrado dentro de Bindi 2.0era un ARM®Cortex-M4 de 32 bits
con 256KB de RAM y 1MB de Flash. Hay que tener en cuenta que, a medida que
se ha ido mejorando la tecnologia de Bindi, también han aumentado sus necesidades
computacionales, lo que ha hecho que se necesite mas capacidad de almacenamiento
en particular. Sin embargo, este hecho no ha supuesto un aumento considerable en

el consumo de energfa si comparamos especificamente Bindi 1.0 y Bindi 2.0 [11,223].
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iGlove

2016-2017

Figure 5-3: Evolucion de la tecnologia Bindi desde 2016 hasta 2022.

Una vez abordado el estado del arte de la tecnologia aplicada a la lucha contra
la Violencia de Género y el contexto tecnoldgico de Bindi, los siguientes apartados
se centran en ofrecer una perspectiva integrada sobre los diferentes procesos, técni-
cas y métodos de senalizacion digital disenados e implementados en la pulsera de
Bindidurante la evolucion de esta investigacion. En primer lugar, se presenta un
analisis detallado de la arquitectura de la pulsera, tanto desde el punto de vista
del hardware como del software. En segundo lugar, se evaltian y analizan difer-
entes arquitecturas de filtrado digital integradas, manteniendo un equilibrio entre
los requisitos de recursos y la preservacién de la informacién fisiolégica. En tercer
lugar, se detalla una nueva propuesta de sistema SQA para senales PPG, imple-
mentada y evaluada mediante el uso de conjuntos de datos ptublicos y propios. Este
sistema SQA también informa de las métricas de tiempo y consumo de energia para
diferentes caracteristicas extraidas. Posteriormente, se presenta una exploracion
completa del espacio de diseno de la extracciéon de caracteristicas embebidas para
un caso de uso HRV. Aqui se analizan y discuten las técnicas de procesamiento de
datos temporales y de frecuencia. Esto se hace para proporcionar una perspectiva
en profundidad sobre las consideraciones y limitaciones del disenio de la extraccion
de caracteristicas. Ademas, se presenta y discute una comparacién entre las carac-
teristicas basadas en HRV obtenidas con la pulsera y las obtenidas con un kit de

herramientas de investigacion. Por tltimo, se presentan las métricas de consumo de
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energia, que proporcionan un anélisis exhaustivo de la duracién de la bateria de la

pulsera.

5.2.1 Arquitectura del sistema

Como se muestra en la Figura 5-4, el brazalete se compone de diferentes elementos

de hardware y software. Estos se pueden clasificar en cuatro grupos: el SoC, los

actuadores, los elementos de gestion de la energia y los sensores fisiologicos. Se

describen como sigue:

e Unidad de microprocesador. Bindi 1.0 esta equipado con el SoC nRF52832 que

incluye ARM® Cortex®-M4, una unidad de microcontrolador de ultra bajo
consumo de energia con 512KB de memoria flash y 64KB de RAM, unidad de
punto flotante de precisién tnica, conjunto de instrucciones Thumb®-2, reloj
de 64MHz, y algunos periféricos integrados (USB, UART, SPI, 12C, 12S, ADC,
PDM, y AES) [224]. Cabe destacar que el médulo de radiofrecuencia a través
de la comunicacion Bluetooth Low Energy®(BLE) también estd integrado den-
tro de esta unidad host. Ademaés, los diferentes procesos de senalizacion digital
empleados fueron embebidos en este SoC.

Actuadores. La pulsera esta equipada con un boton electromecanico conven-
cional para la activacion manual del usuario, que actiia como boton de panico.
Adicionalmente, se incluye un zumbador para dar respuesta fisica a las difer-
entes alarmas del sistema [225].

Elementos de gestion de la energia. En este caso se utilizan los componentes
BQ2019 y MCP73831 de Texas Instruments y Microchip [226,227]. Estos dos
circuitos integrados se encargan de controlar y cargar la bateria, respectiva-
mente. Para el Bindi 1.0se ha empleado una bateria de polimero de iones de
litio de 500 mAh de 3,7V.

Sensores fisiologicos. Tres sensores fisiolégicos diferentes estan presentes en el
Brazalete: PPG, GSR, y SKT. En la siguiente seccion se ofrecen detalles es-
pecificos, junto con las limitaciones encontradas en cuanto a la implementaciéon
del hardware. Tenga en cuenta que estas tltimas se abordaron en las siguientes

versiones de Bindi (Bindi 2.0).
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Figure 5-4: Arquitectura simplificada del brazalete.

Desde el punto de vista del hardware, la mayor parte de los diferentes elemen-
tos del brazalete se basan en sensores inteligentes, microcontroladores y actuadores
disponibles en el mercado. Esta decision se basé en tres hechos principales 1) facil-
itar todos los procesos de disenio e integracién, 2) crear la primera versién wearable
de Bindi con piezas disponibles en el mercado siempre que fuera posible, y 3) reducir
costes al no tener que disenar muchos de los elementos desde cero. Posteriormente,
esta decision de disenio nos permitié identificar los inconvenientes y limitaciones ac-
tuales del Commercial-Off-The-Shell (COTS) empleado. Estos apareceran a lo largo

de las siguientes subsecciones.

5.2.1.1 Diseno e integracion de sensores fisiolégicos

Esta seccion ofrece un andlisis en profundidad de los sensores integrados en Bindi
1.0, asi como las limitaciones encontradas durante este proceso. Hay que tener en
cuenta que la ubicacion corporal de los sensores se vio directamente afectada por la
forma del factor del brazalete, asi como por la literatura anterior que demostro las

diferencias fisiolégicas [102,228,229].

Sensor cardiovascular

El sensor de frecuencia cardiaca integrado se basa en un sensor fotopletismografico
que detecta los cambios de BVP mediante la medicion de la absorcion de la luz emi-
tida a través de la piel, como se estudio en el capitulo 2. Este sensor es el MAX30101
Pulsioximetro reflexivo de alta sensibilidad, con ADC de 18 bits, comunicacién 12C,

cancelacién de ruido digital, y diferentes LEDs integrados (rojo -660nm-, verde -
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527nm-, e infrarrojo -880nm-), [10]. Teniendo en cuenta la eficiencia cudntica del
fotodiodo del sensor, figura 5-5, y el voltaje de avance requerido por los diferentes
LEDs, se seleccion6 finalmente el LED rojo. Noétese que la eficiencia cudntica de
cualquier fotodiodo o fotodetector se refiere al porcentaje o fraccion de fotones ab-
sorbidos o incidentes que contribuyen a la fotocorriente real, es decir, la sensibilidad
esperada del fotodiodo dividida por la fotosensibilidad maxima en caso de que cada
fotén genere un electron. Ademas, decidimos utilizar sélo uno de los LEDs para
reducir el consumo de energia y para abrir una nueva linea de investigacion sobre
la eliminacién de artefactos de movimiento mediante técnicas de separacion ciega
de fuentes. Esto tltimo dio lugar a una Tesis de Master supervisada [230], en la
que se establecieron las bases para el uso de algoritmos de eliminacién de artefactos
de movimiento. Cabe destacar que, aunque esto ultimo no entra en el ambito de
este documento, servird de base para futuras investigaciones. Entre las capacidades
revisadas de este sensor inteligente, también ofrece una frecuencia de muestreo con-
figurable desde 50 Hz hasta 3,24 kHz, y control de la corriente del LED programable.
En nuestro caso, para las implementaciones embebidas presentadas en este capitulo,
empleamos la corriente maxima del LED (50mA con un ancho de pulso de 411us)
y una frecuencia de muestreo de 100 Hz. La primera se decidié para proporcionar
una penetracion mas profunda, lo que derivé en una mayor diferencia de ciclo en-
tre las fases sistélica y diastolica. La frecuencia de muestreo se eligiéo porque es la
disponible en el sensor que permite una resolucion temporal adecuada para extraer
las caracteristicas deseadas [231]. Una de las principales limitaciones de este sensor
es en realidad su principal ventaja, ya que proporciona una solucién integral medi-
ante la integracion de diferentes LEDs, pero esto no proporciona flexibilidad para
probar otras configuraciones de LEDs. Esto llevé al equipo de UC3M4Safety a in-
vestigar en diferentes configuraciones de LEDs modificando el entrehierro del sensor
de piel o incluso probando configuraciones de miltiples longitudes de onda [232].
Independientemente de estas tltimas investigaciones, este sensor se ha mantenido

para la integracién de Bindi 2.0.
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Figure 5-5: Fotodiodo de eficiencia cudntica MAX30101 [10]

Sensor Electrodérmico (GSR)

Para el sensor GSR, se ha implementado una mediciéon exosomatica de corriente
continua aplicando un voltaje constante a través de la piel. Ademads, se han uti-
lizado electrodos de acero seco. Notese que, en este caso, éste es el tinico sensor,
de los tres integrados en la Brazalete, que se disené en lugar de adquirir un COTS
analégico-front-end o smart-sensor. El disefio de este sensor se bas6 en el primer
circuito integrado en el iGlove [221]. La figura 5-6 muestra el esquema del front-end
analogico para el sensor de corriente GSR en Bindi 1.0. En concreto, los electrodos
estan conectados a J7, por lo que se realiza una medicion del potencial de piel. Esto
se realiza gracias al divisor de tension entre la piel y R14. Para evitar las perturba-
ciones endosomaticas, se considera una referencia comin a la salida y a la entrada
para que la diferencia de tension sea independiente de la posicion del electrodo de
referencia. En funcién de la tension de salida del sensor que se va a medir, se aplica
una tensién de referencia para evitar la saturacion utilizando una resistencia vari-
able (R7). Obsérvese que se aplican seguidores de tensiéon en ambas ramas como
amortiguadores para evitar problemas relacionados con la impedancia. Por tltimo,
se emplea un amplificador diferencial para obtener la diferencia entre la referencia

de tension conocida y el divisor de tension de la piel. La amplificacion entre estas
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dos tensiones viene dada por la ecuacion 5.1:

((Rskln - R?) * 2 % VCCl.gB * 2 % 105>
((RT + 2% 105) % (Rgpin + 2 % 107))

VOUT3 = (51)

Esta tension de salida es seguida por un filtro de paso bajo (R11 y C'11) para evitar
el ruido de alta frecuencia con una frecuencia de corte de hasta 1,5 Hz. Hay que tener
en cuenta que la informacién del GSR se mantiene por debajo de dicha frecuencia,
tal y como se estudia en el capitulo 2. En cuanto al consumo de energia, el propio

sensor consume alrededor de 0,7mA.

VCC_BLE
A
VCC 1.88
A
= c10
100nF
R7 o R8 200K
200K cor =
1 IN1+
’ ouTt 15
16 ,IN1- i TSU1041Q47
v R10 100K R11 13 ,IN4- U14-4
RO 200K cc- 8 IN3- ¥ ouT4 14
_ U14-1 > ouT3 7 12 N4+ —__]GsR
S| Tsuto4iQ47 9 IN3+
u14-3
1 R12 100K TSU1041Q47 1Mohm c11
= 100nF

Il

R13
200K
R14 200K

4 IN2+ =
r ouT2 6 |

5 IN2-

U14-2
TSU1041Q47

ELECTRODOS GSR

Figure 5-6: Implementacion del frente analégico del sensor de GSR en el brazalete
de Bindi.

Una de las principales limitaciones del circuito de adquisiciéon GSR implementado
es el comportamiento no lineal. Las figuras 5-7 y 5-8 muestran la tension de salida
(Vours) v la corriente inyectada en la piel, respectivamente. Obsérvese que el voltaje
se representa utilizando diferentes valores de R7, y R14 se fija en 200 k€2. Este tltimo
se fijo en ese valor para limitar la corriente inyectada por debajo de los limites
recomendados de 10pA/cm? para los requisitos de seguridad [120]. Siguiendo un
compromiso entre la sensibilidad y un rango deseado de hasta 0-20 u.S, decidimos
fijar la resistencia variable en 50k€). Asi, considerando una resoluciéon de muestreo
de 14 bits (ADC), el LSB es de hasta 2191V, y la peor resolucién de conductancia del
sensor es de 0,007uS. Esta resolucion es suficiente para capturar cambios de 0,015

para registrar correctamente todos los SCRs. Tenga en cuenta que, suponiendo un
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error de cuantificacién méximo de LSB/2, para este caso que lleva hasta + 0,003u.S.

35

— R7=0.2kQ2
— R7=15kQ2
—— R7=50k2
— R7=100kQ2
R7=150kQ

Vours V)

| \ \ \ |
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(VR )*1e6 (1S)
Figure 5-7: Respuesta GSR de Bindi considerando diferentes resistencias de la piel.
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Figure 5-8: Respuesta no lineal de la corriente de piel dada por el divisor de tension
entre R14 'y Rggin-

Este sensor fue validado empiricamente con éxito utilizando componentes pasivos
(resistencias) en [221]. Ademés, debido a la complejidad para generar un modelo de
piel adecuado [233], decidimos utilizar un sensor GSR de grado de investigacion y
un conjunto reducido de voluntarios para validar una medicién GSR real [234]. En
estos experimentos, nuestro sensor GSR se coloco en la parte distal del antebrazo
debido al factor de forma Brazalete, mientras que el sensor GSR de validacién se
situd en la palma de la mano. Se sabe que en esta tltima localizacién se encuentra
la mayor densidad de glandulas sudoriparas del cuerpo [112], lo que implica una

senal méas sensible a los afectos. Ademas, Bindi trabaja a base de electrodos secos,
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mientras que el sensor de validacién utiliza electrodos de hidrogel, véase la figura
2-15. Este hecho es clave a la hora de comparar las senales, ya que el hidrogel mejora
la calidad de la senal al disminuir la impedancia que existe en la interfaz electrodo-
piel. La figura 5-9 muestra las sefiales GSR normalizadas obtenidas por ambos
dispositivos para un voluntario durante dos ensayos diferentes. La linea vertical de
guiones en la figura marca la separacién de estimulos, donde el primer y segundo
estimulo son la alegria y el miedo, respectivamente. Al analizar la correlacion de las
senales adquiridas por ambos sensores, se obtiene una métrica de Pearson de 0,85,
lo que denota una fuerte correlacion positiva directa. Se obtuvieron coeficientes de
correlacion similares para el resto de los voluntarios. Se aprecian diferencias entre
ambas sefiales, que pueden deberse a los artefactos de movimiento del sensor, a los
efectos del hidrogel y a la ubicacion del sensor. Ademas, la mayoria de los SCRs
captados por el sensor de validacion estan presentes en la senal de Bindi. Por lo

tanto, concluimos que la validacion del sensor fue exitosa.

BioSignalPlux EDA vs BINDI EDA
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Figure 5-9: Senales filtradas normalizadas del sensor de GSR obtenidas por Bindi
y el sensor de validacién para un voluntario en dos estimulos. La linea vertical de
guiones denota la separacion de estimulos.

Las limitaciones encontradas durante el desarrollo e integracion de este sensor GSR
hicieron que el equipo de UC3M4Safety trabajara en un nuevo sensor que aborda la
respuesta no lineal y posee un hardware ajustable e independiente del sujeto. Esto

hace que el nuevo sistema de sensores sea capaz de ajustar su hardware en funcién de

183 Jose A. Miranda, Tesis Doctoral



Capitulo 5. Un nuevo sistema auténomo de reconocimiento de emociones: Bindi

la linea de base detectada o de cualquier otro parametro individual basado en el GSR
para asegurar la sensibilidad recomendada sin exceder los limites de recomendaciéon

de la densidad actual. Esto se estd probando actualmente y se estd publicando [235].

Sensor de temperatura de la piel

Por ultimo, se propone el componente MAX30205 para adquirir una medicién fiable
de la temperatura de la piel [236]. Este circuito integrado se define como un sensor
de grado clinico para aplicaciones vestibles, proporcionando una precision de +0.1°C
en un rango de temperatura de 30°C a 50°C. Integra comunicacion 12C y un ADC
de alta resolucién, sigma-delta, de 16 bits. Ademas, cuando esta en modo activo,
consume alrededor de 0,6mA.

Como se indica en el capitulo 2, la mediciéon de la temperatura de la piel es un
indicador robusto para caracterizar el proceso de homeostasis del cuerpo. Aunque el
uso de sensores de temperatura de contacto es sencillo siempre que se disponga de la
superficie de contacto (piel), la adquisicién de mediciones precisas de dicha variable
es una tarea dificil debido a las diferentes variables y condiciones de configuracion.
Esto se refiere a consideraciones como la homogeneidad de la piel, la resistencia
térmica de contacto y la eficacia de la fijacion, entre otras [139]. En concreto, el
MAX30205 mide la temperatura de su propia matriz por la via térmica entre ésta y
la PCB. Por lo tanto, la temperatura medida se adquiere a través de los conductores
y la almohadilla expuesta. En este contexto, y teniendo en cuenta la forma factorial
del , decidimos integrar este sensor dentro de la PCB, justo debajo del sensor PPG,
Figura 5-10. A pesar de que el fabricante en la hoja de datos afirma que los errores
de temperatura debidos al autocalentamiento son bajos debido a la baja corriente de
alimentacion minima, también se especifica que se requiere un periodo de muestreo
> 10-segundos para evitar completamente estos efectos. Asi pues, el principio de
medicién del sensor junto con la implementacién de la PCB no resulté ser el mas
preciso para adquirir la temperatura corporal de la piel ni el mas eficiente para evitar
los problemas de autocalentamiento, masa térmica y/o conductividad térmica. La
consecuencia de este problema fue un gradiente térmico inicial que dura alrededor
de 200 segundos hasta que la masa térmica de la PCB esta en equilibrio. Por
ejemplo, la figura 5-11 muestra la salida filtrada del sensor tras colocar un dedo

sobre el chip integrado en condiciones de temperatura ambiente controlada. Este
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problema se resolvi6 para las siguientes versiones de Bindi (Bindi 2.0), asi como
para los experimentos realizados y explicados en el 6, considerando la integraciéon
del sensor de temperatura MAX30208 [237]. Este sensor fue la siguiente version
del MAX30205, incluyendo las mismas capacidades digitales, pero cambiando el
principio de medicién y el consumo de energia en modo de funcionamiento. En
concreto, mide a lo largo del contacto superior del paquete en lugar de utilizar una
almohadilla térmica, y consume alrededor de 70 A cuando adquiere. Obsérvese que
el consumo de energia es considerablemente menor en comparaciéon con el sensor
anterior. La figura 5-12 muestra la modificacion realizada al Brazalete para incluir
el nuevo sensor de temperatura y una comparacion del experimento para ambos.
Hay que tener en cuenta que hemos utilizado parte de la placa de evaluacion del
MAX30208 [238]. El experimento realizado consistié en tres fases: 1) los sensores se
dejaron en el exterior durante 1 hora (noviembre, 14°C), 2) el sistema se encendié y
comenzé a medir justo después de entrar en la habitacion, 3) se realizé el contacto con
la piel para ambos sensores después de estar tres minutos midiendo a temperatura
ambiente, y 4) se liberd el contacto con la piel después de un minuto. Asi, podemos
observar como la respuesta del MAX30208 es mas rapida que la del MAX30205,
concretamente dos veces mas rapida, y como el principio de medicién y la masa
térmica de la PCB estdn afectando a la hora de alcanzar una medicién precisa.
Ademas, también se observa un desfase entre ambos, que también se debe a los
factores comentados. A pesar de los problemas encontrados con la integracion del
MAX30205 y aunque existe un desfase con respecto al MAX30208, las medidas
obtenidas del primero son validas una vez que el transitorio térmico inicial de la

PCB ha finalizado.

5.2.1.2 Diseno de procesamiento digital de senales
El firmware disefiado para Bindi aprovecho las funcionalidades o Software-Development-
Kit (SDK) proporcionadas por el fabricante del microcontrolador, en este caso
Nordic Semiconductors®. La figura 5-13 representa una estructura simplificada
para la pila incrustada en el Brazalete. Cada parte se describe como sigue:
o Elemento nRF HAL. Forma parte del SDK de Nordic. En concreto, es el
Hardware Abstraction Layer (HAL) para las diferentes funcionalidades de bajo

nivel del sistema, incluyendo la interfaz directa con el nticleo ARM® los per-
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Figure 5-10: Integracion de los sensores de temperatura de la piel (circulo amarillo)
y de frecuencia cardiaca en la pulsera. La zona gris determina el plano de tierra.

28.05 -
28
27.95
27.9
O
o

27.85

27.8

27.75

27.7 | | | | | | | | | |
0 100 200 300 400 500 600 700 800 900 1000

Seconds
Figure 5-11: Salida filtrada del MAX30205 tras colocar un dedo sobre el chip inte-

grado en condiciones de temperatura ambiente controlada.
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iféricos y la radio, entre otros.

o BINDI BLE. Se trata de un sistema gestor ad-hoc que maneja las diferentes
colas de transmision y recepcién de radio, realiza el formateo de los paquetes
BLE, y gestiona la interaccion directa con el softdevice. Noétese que esta tltima
es la pila BLE que se estd empleando, que en Bindi 1.0 es la S132 [239] que se
basa en BLE 5.1 calificado.

o« SYSTEM INIT. Es la parte encargada de gestionar todos los procesos de ini-
cializacion relativos a la solicitud de configuraciéon de los periféricos necesarios,
asi como de la configuracion inicial general de los GPIO.

o BINDI HAL. Es una de las partes principales de la pila. Se trata de un HAL
ad-hoc a nivel de periféricos, que esta especificamente destinado a gestionar
todas las diferentes interacciones Bindirelacionadas con los periféricos, realiza
la gestion de la adquisicion en bruto, lleva a cabo las primeras etapas de filtrado
inicial, y procede a segmentar los datos y almacenar los biiferes procesados para
ser procesados posteriormente por la capa BINDI APP. Ademas, también se
ocupa de la interaccion de los actuadores, es decir, de encender y apagar el
motor vibrador y de recibir las interrupciones del botén de péanico.

o BINDI APP. Esta capa se encarga de las principales funcionalidades a nivel
de sistema, como la gestion de los datos fisiologicos procesados, la extraccion
de caracteristicas, el procesamiento principal de la senal digital (DSP) y la
clasificacion.

o Aplicacién de Usuario. Las funcionalidades anteriores a nivel de sistema son
manejadas y sincronizadas por una méquina de estado finito (FSM) que reside
en esta capa y es modificada de acuerdo a la aplicacion especifica del usuario.

e CMS Task Handler. Se trata de una funcionalidad cruzada que puede interac-
tuar con toda la pila. Se utiliza sobre todo para decodificar todos los paquetes
recibidos (BLE) y desencadenar la respectiva accién requerida en relacién con
partes especificas de la pila. Esta herramienta también se utiliza para depurar
cuando se estd en modo de desarrollo.

Teniendo en cuenta las cadenas de procesamiento de datos y siguiendo la seg-
mentacion de datos adoptada al tratar el ultimo sistema de detecciéon de miedo

propuesto en la Seccién 4.2, la Figura 5-14 muestra los diferentes procesos de tem-
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Figure 5-13: Pila actual del firmware del brazalete de Bindi.

porizacién que se realizan dentro del Brazalete. Con el fin de reducir las operaciones
del host y el uso de periféricos internos, en lugar de emplear temporizadores inde-
pendientes para cada una de las senales fisiolégicas, hacemos uso de los tiempos
proporcionados por el sensor inteligente PPG. Esto se hace porque este sensor es
el que tiene la mayor frecuencia de muestreo, 100H z, mientras que el GSR y el
SKT trabajan a 10Hz y 5bHz respectivamente. Asi, cada vez que se escribe una
nueva muestra del sensor PPG en el buffer BVP, se comprueba si es el momento de
muestrear el resto del sensor de forma sincronizada. Este esquema de adquisicion
fisiologica se repite cada segundo y permite evitar cualquier calculo complejo de
sincronizacién o deriva temporal. Ademas, las muestras adquiridas para cada senal
estan separadas uniformemente. Notese que esto tltimo es crucial para aplicar cor-
rectamente diferentes procesos DSP, como las FFT. Los datos adquiridos se filtran
y se almacenan en buferes de 20 segundos, que luego son alimentados a los médulos
de extraccién y clasificacion de caracteristicas. En la figura 5-14 también se muestra
el esquema del proceso de superposicion. Una de las principales limitaciones de este
esquema de adquisicion es la total dependencia del PPGsensor inteligente, ya que,
en caso de fallo del sensor, todo el sistema se ve comprometido. Actualmente se es-
tan realizando diferentes trabajos para implementar y proporcionar un esquema de

medicion flexible capaz de hacer frente a eventos de mal funcionamiento. Ademas,
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se esta investigando la integracion de pruebas en linea dentro del Brazalete para

evaluar estos casos [240].
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Figure 5-14: Sincronizacion fisiologica actual y tiempos de procesamiento de datos
en el Brazalete.

En el caso de especificar cada uno de los diferentes procesos digitales embebidos
que se realizan dentro de cada ventana temporal (20 segundos) y para cada sensor, la
Figura 5-15 muestra parte de la arquitectura actual del sistema Brazalete centrada
en el flujo de datos a lo largo de dichos procesos principales. Como ya se ha dicho,
cada cadena de procesamiento de datos comienza con la recopilaciéon de los datos
del sensor respectivo utilizando la adquisiciéon 12C o ADC. Después, los datos son
filtrados y se realiza la segmentacién (windowing). Algunas de las arquitecturas de
filtrado integradas evaluadas e implementadas se explican en la seccion 5.2.2. En
este punto, los sensores siguen diferentes caminos. Por ejemplo, la implementacion
actual con respecto a los datos BVP se somete a un proceso de evaluacion de la
calidad empleando un sistema SQA, que se detalla en la Seccién 5.2.3. En este

punto, se aplican diferentes algoritmos de eliminacién de artefactos de movimiento
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para recuperar la mayor parte de la informacién de la senal si es necesario. Hay
que tener en cuenta que estos algoritmos se estan desarrollando en la actualidad vy,
aunque se representan en esta arquitectura, ain no estan totalmente implementados.
A continuacién, se extraen las caracteristicas de los datos filtrados y segmentados.
Centrandonos en la cadena de procesamiento de datos PPG, la seccion 5.2.4 detalla
algunos de los procesos implicados durante la extraccion de caracteristicas para BVP
métricas relacionadas. Por dltimo, las caracteristicas obtenidas se introducen en el
motor de inferencia y la etiqueta resultante se transmite de forma inaldmbrica a
la APP. Cabe senalar aqui que, aunque en las siguientes secciones se analizan en
profundidad algunos de estos procesos digitales, la implementacién integrada de to-
das las cadenas de procesamiento de datos, incluido el bloque de inferencia, es un
trabajo actualmente en curso. Por ejemplo, en [183], propusimos una cadena de
procesamiento de datos totalmente embebida, desde la adquisicion hasta la clasifi-
caciéon embebida, considerando el valor medio de cada variable para una ventana
temporal de 10 segundos como etapas de filtrado y extraccion de caracteristicas.
Implementamos un KNN ligero y aplicamos el aprendizaje sensible a los costes para
entrenar y desplegar un sistema dependiente del sujeto. Este sistema fue una prueba
de concepto inicial y sirvié de base para empezar a disefiar y mejorar la siguiente
version. Por este motivo, la discusion de la integracion de cualquier clasificador in-
tegrado queda fuera del alcance de este documento y sera objeto de la investigacion
que surja de este trabajo. Del mismo modo, la integracion de la eliminaciéon de

artefactos de movimiento también queda fuera del a&mbito de esta investigacion.
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Figure 5-15: Arquitectura actual del sistema para las principales tareas de proce-

samiento digital del Brazalete.
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5.2.2 Evaluacion del filtrado integrado

En esta secciéon, se realiza una evaluacion de filtrado incrustado para una etapa
de filtrado basada en PPG. Este andlisis se extrae de [159]. Teniendo en cuenta
la limitacion de recursos de Bindi, se han evaluado cinco parametros cruciales para
las diferentes arquitecturas de filtrado consideradas: el uso de memoria, el tiempo
de calculo de la ventana, el tiempo de asentamiento, la atenuacion media en la
banda de parada y el ripple de paso de banda. Los dos primeros parametros son los
que estan directamente relacionados con la implementacion del filtro integrado. El
tiempo de célculo también esta limitado por los tiempos definidos por la aplicacién.
El resto de los parametros estan relacionados con las caracteristicas de filtrado. Por
ejemplo, el tiempo de asentamiento es especialmente relevante y denota el tiempo
de estabilizacion del filtro, lo que podria estar relacionado con la pérdida de tiempo
y de memoria. La atenuaciéon media en la banda de parada esta relacionada con
el nivel medio de atenuaciéon con la banda de rechazo designada, mientras que la
ondulaciéon de paso de banda es la cantidad de variacién en la ganancia dentro del
ancho de banda designado del filtro.

Desde una perspectiva embebida o digital, como ya se revisdo en el capitulo 4,
hay dos técnicas de filtrado comuinmente aplicadas: IIRs y FIRs. Los IIR son
computacionalmente rapidos, aunque no tienen una respuesta de fase lineal, lo que
podria llevar a no preservar la forma de la onda o la morfologia fisiolégica. Por
ejemplo, este hecho puede dar lugar a que los algoritmos de deteccién de picos BVP
identifiquen puntos erréneos. Esta desventaja se alivia utilizando una técnica de
filtrado IIR hacia delante y hacia atras, que requiere un doble filtrado y una doble
inversion temporal de la senal. Esta ultima técnica conlleva un elevado tiempo
de calculo a costa de obtener una funcién de transferencia de fase cero. Por el
contrario, los filtros FIR pueden disenarse para tener una respuesta de fase lineal,
preservando asi la morfologia fisiologica y no afectando a posibles patrones. Sin
embargo, requieren mas coeficientes y memoria que los IIR. Estas y otras técnicas
digitales se utilizan para hacer frente a los ruidos fuera de banda, como la oscilacion
de la linea de base y el ruido de alta frecuencia. En el caso de una senal BVP, el
rechazo de estos ruidos es clave para minimizar adecuadamente los cambios en su

morfologia que no tienen un origen cardiaco.
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Las cuatro opciones de disefio de filtros consideradas son: tres filtros FIR pasa-
banda con diferentes 6rdenes y un filtro de dos etapas basado en el promedio mévil.
Por un lado, los coeficientes resultantes se cuantificaron a un entero de 14 bits para
reducir el uso de memoria y aumentar el tiempo de procesamiento. Este niimero de
bits es la maxima precision que garantiza que no haya desbordamiento en nuestro
sistema, con seniales BVP de 18 bit/muestra y registros de 32 bits. El impacto de la
respuesta en frecuencia es minimo y la desviacion cuadratica de la raiz de la salida
en comparacién con los coeficientes de punto flotante de 64 bits es insignificante.
Por otro lado, el filtro de dos etapas se compone de dos pasos de promedio mévil.
El primero es un filtro de paso bajo de 4 muestras, mientras que el segundo es la
sustraccion de la sefial de los 100 valores, media mévil centrada.

En la tabla 5.1 se muestran los resultados obtenidos para las arquitecturas de
filtrado embebidas evaluadas. Analizando esta tabla, podemos observar que, para
los filtros pasa-banda, el aumento del orden del filtro (el nimero de coeficientes)
aumenta la atenuacion media de la banda de parada, pero también el uso de memoria
ROM, el tiempo de célculo y el tiempo de establecimiento. El tiempo de célculo de
estos filtros pasa-banda podria reducirse si los coeficientes se almacenan en la RAM
a expensas del uso de la memoria. Obsérvese que el tiempo de calculo del filtro de
dos etapas es significativamente menor que el de los filtros pasa-banda.

En cuanto a la atenuacién de la banda de parada, este parametro beneficia a
los filtros pasa-banda, proporcionando una mayor atenuacién en toda la banda de
parada. Obsérvese que la relacion mas eficiente de atenuacion en la banda de parada
frente al uso de memoria de la ROM se alcanza con el filtro pasa-banda de coeficiente
400, debido al efecto de tamano de c6édigo constante. Centrandonos en el ripple
de paso de banda, se desea un valor bajo para evitar la deformacién de la senal.
En el caso de las arquitecturas de filtrado propuestas, el ripple de paso de banda
de los filtros no provoca ninguna distorsion en la senal. En cuanto al tiempo de
asentamiento, la diferencia entre los filtros de dos etapas y los de paso de banda es
grande, lo que beneficia a estos tltimos.

En general, a partir de todo este andlisis, se recomienda el filtro de dos etapas.
Este posee un buen equilibrio entre el tiempo de calculo, la atenuaciéon y el uso de

memoria para un sistema portatil limitado como Bindi. Aparte de estas decisiones

Jose A. Miranda, Tesis Doctoral 194



5.2. Bindi

Table 5.1: Resultados obtenidos para las arquitecturas de filtrado integradas evalu-
adas.

Diseno [lempo. RAM ROM  Set. Time Media Banda parada Paso banda
Opciones Cémputo [ms] [bytes] [bytes] [samples] att. [dB] ripple [dB]
400-coef 0.2474 10 626 400 -38.8 0.09
200-coef 0.1240 10 426 200 -25 0.64
100-coef 0.0623 10 326 100 -14.9 3.09
2-stage 0.0048 20 470 4 -9.3 1.93

de diseno respaldadas por estas métricas, cabe senalar que, desde un punto de vista
fisiolégico, el nimero de coeficientes asociados al tiempo de asentamiento puede
afectar negativamente a la monitorizacién fisiologica. Este hecho esta motivado por
el nimero de muestras que hay que extraer para cada arquitectura considerada, lo
que afecta negativamente a la cantidad final de informacién fisiologica de la que
extraer las diferentes caracteristicas. Nétese que, aunque nos centramos tinicamente
en esta sefial, algunas de las conclusiones extraidas pueden ser extrapoladas para

las otras dos etapas de filtrado que se abordan dentro del sistema (GSR y SKT).

5.2.3 Signal Quality Assessment

SQA es un proceso clave para la monitorizacién fisiolégica continua y fiable [241].
En concreto, este tipo de procesos benefician en gran medida a Bindi ya que se
centran en la evaluacion de la calidad de la sefial mediante diferentes caracteristicas
extraidas de la misma y la regla de decisién. Asi, estos sistemas proporcionan
una medida de la calidad de la senal segmentada que se procesa. Notese que este
sistema no se ocupa de ninguna tarea de eliminacion de artefactos de movimiento o
similares. Esta salida de calidad de la senal puede ser utilizada posteriormente por
los diferentes algoritmos de extraccion de caracteristicas o incluso por el aprendizaje
automatico del miedo para ajustar o ponderar adecuadamente la calidad de dicha
instancia temporal. En cuanto a sus diferentes etapas, esta formado por hasta tres
procesos principales:

o La primera es la etapa de extraccion de caracteristicas o indicadores de calidad
de la senal (SQI). Se extraen diferentes SQI del segmento de la senal para car-
acterizarlo adecuadamente. Hay que tener en cuenta que las caracteristicas o
SQIs adecuados son los que cambian entre los segmentos limpios y los ruidosos
de la senal.

» Siguiendo el proceso anterior, las caracteristicas extraidas se evaltian en base
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a diferentes reglas de decision para cuantificar el nivel de ruido.

o El resultado de esta ultima etapa es el indice de calidad de la senal (SQi), que
en la mayoria de los casos es de base binaria. Cuando se utilizan diferentes
fuentes de la misma senal o incluso diferentes senales, se realiza una tercera
etapa de fusion de datos. En dicha etapa, los SQis individuales se combinan
para obtener la métrica de calidad final.

Hay que tener en cuenta que el proceso de filtrado y la segmentacién de datos
de la senal no estan dentro del ambito de las tareas del SQA; sin embargo, es
necesario filtrar y segmentar la senal antes de la aplicacién del SQA. Al igual que
en la anterior evaluacién de filtrado embebido, el sistema SQA presentado, [212],
también se centra en las senales PPG debido a su relevancia e importancia dentro
de Bindi. Cabe destacar que el trabajo presentado en esta seccién es el resultado de
una colaboracién internacional con la Universidad de Essex [212].

En la literatura, la mayoria de los métodos de incrustacién de recursos bajos prop-
uestos por PPG SQA comparten las siguientes caracteristicas:

e Se basan en reglas de decisién con umbrales duros para evaluar el SQi. Esta
metodologia obvia la alta incertidumbre como resultado de las diferencias entre
sujetos o intra-sujetos, como los niveles de ruido variables a través del tiempo.

o Consideran una gran cantidad de datos de entrenamiento o de ajuste de umbral
utilizando una combinaciéon de diferentes conjuntos de datos. Sin embargo, el
numero real de conjuntos de datos ptublicos que contienen anotaciones sobre
la calidad de la senal es escaso, lo que obliga a los investigadores a etiquetar
los datos utilizados.

« Los sistemas propuestos se adaptan al conjunto de datos especificamente eti-
quetados, lo que da lugar a un sistema dependiente del experimento que difi-
culta la consecucion de una generalizacion suficiente para hacer frente a difer-
entes escenarios experimentales.

Siendo conscientes de que la generacién de conjuntos de datos anotados es una tarea
dificil, se podria aprovechar una validacién o un ajuste de consideracién de pocos
disparos junto con un autoajuste posterior en linea para el diseno de sistemas het-
erogéneos que puedan hacer frente a la baja cantidad de datos anotados disponibles.

Hay que tener en cuenta que este tipo de perspectiva de disefnio también puede apli-
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carse a los sistemas que se espera que sean entrenados o ajustados en base a los
datos en la naturaleza y a las anotaciones diarias de los voluntarios, ya que en estos
experimentos se espera que las anotaciones recogidas sean escasas. Ademds, son
escasas las investigaciones anteriores que hayan realizado una implementacién in-
tegrada de SQA y hayan presentado diferentes compensaciones a tener en cuenta en
el disenio. Sobre esta base, en esta seccién se presenta un novedoso sistema de SQA
integrado e invariante del sujeto que utiliza un conjunto reducido de caracteristicas
combinado con un sistema basado en reglas difusas de intervalo (FRBS). Este sis-
tema es el actual SQA que se ejecuta en el Brazalete. En concreto, para hacer frente
a la generalizacion y el ajuste del SQA procedentes de la amplia casuistica de la
senal PPG, se implementa un sistema difuso de tipo 2, ya que proporciona un mejor
marco de incertidumbre para su aprovechamiento. Ademas, se propone y aplica una
etapa de ajuste fino adaptativo para autoajustar el FRBS de forma online, lo que
proporciona una adaptacion agnostica al usuario.

Centrandonos en la etapa de extraccién del SQI para los sensores PPG, existe
una clara division entre las metodologias en el dominio del tiempo y en el dominio
de la frecuencia. Las primeras representan las técnicas mas comunes utilizadas en
los sistemas PPG-SQA en la literatura. Por ejemplo, en [242] se estudié el com-
portamiento estadistico de diferentes SQIs basados en la tendencia. En concreto, se
probaron siete indicadores (perfusion, kurtosis, asimetria, potencia relativa, relacién
senal/ruido, cruces de cero y entropia) utilizando 160 registros de 60 segundos cada
uno, un total de 9600 segundos. En los resultados presentados, skewness superd a
los demas SQIs al conseguir una puntuaciéon F1 de hasta el 87,20% en la deteccién
de pulsos aceptables y no aceptables. Esta publicacién definié tres niveles diferentes
de calidad en lugar de la habitual clasificacion binaria. Independientemente de la
ventaja que supone la baja complejidad computacional de estos SQIs basados en
tendencias, el diseno de un SQA basado pura y exclusivamente en estas métricas
queda expuesto a las reglas de decisién heuristicas con umbrales duros. En cuanto
a los sistemas de SQA basados en la extraccion de caracteristicas en el dominio
de la frecuencia, Krishnan et al. en [243] utilizaron el espectro de la asimetria de
la senal (bi-espectro) para explotar las relaciones de fase que existen en una senal

PPG limpia. Estos métodos implican un alto esfuerzo computacional en compara-
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cién con otros basados en el dominio del tiempo que no requieren realizar algoritmos
de Transformada Répida de Fourier (FFT) ni ninguna transformacién de bases. Por
otra parte, el desarrollo de algoritmos de aprendizaje profundo y de maquina ha
dado lugar a sistemas de clasificacion que detectan automaticamente las diferentes
anomalias dentro de la senal PPG de una manera més robusta [244]. Sin embargo,
no estan libres de reglas de decision determinadas empiricamente, y el enfoque de
aprendizaje profundo dificulta una implementacion éptima integrada.
Centrandonos en los sistemas de SQA propuestos en la literatura que fueron embe-
bidos, podemos destacar tres trabajos recientes. En [245], Vadrevu et al. propusieron
uno de los primeros sistemas PPG SQA en tiempo real mediante la extraccién de car-
acteristicas en el dominio del tiempo. Aplicaron seis reglas heuristicas predefinidas
para evaluar la calidad de la senial y utilizaron un microcontrolador ARM Cortex-M3
de 32 bits. Combinaron dos bases de datos publicas diferentes de PPG de referencia
con su propio conjunto de datos. Esta combinaciéon de datos se utilizo tanto para
el ajuste del umbral como para la validaciéon del rendimiento. Finalmente, lograron
hasta un 95,93% de precisién global. Aunque mostraron datos de consumo de en-
ergia competitivos en relacion con el efecto de la disminucion de la retencién de datos
y la implementacion integrada de SQA, su sistema seguia estando sujeto al ajuste
empirico del umbral. Este hecho adapté el sistema propuesto a ese conjunto especi-
fico de umbrales estimados. Ademés, no realizaron ninguna prueba ciega. De forma
similar, en [246], Reddy et al. propusieron el uso de caracteristicas en el dominio
del tiempo con un conjunto de reglas y umbrales empiricos. También combinaron
diferentes bases de datos publicas de PPG de referencia, pero las dividieron en dos
conjuntos de datos. Uno de ellos se utilizé para el ajuste de umbrales y el otro para
las pruebas. Implementaron el sistema en el mismo microcontrolador que Vadrevu
et al. y lograron una precision global del 93,21%. Por tltimo, en [247], Samiul Alam
et al. emplearon la funciéon de Kurtosis y autocorrelaciéon con umbrales empiricos
también. Siguieron la misma disposicién del conjunto de datos que Reddy et al.,
y lograron hasta un 96,50% de precision global. Ademads de verse afectados por la
misma consideracién de adaptacion empirica comentada, utilizaron una plataforma
integrada de alto rendimiento (ARM Cortex-A53 de cuatro nucleos). Esto ltimo

dificulta la tarea de comparacién con un contexto extremo de edge-computing que
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tiene que ver con los dispositivos wearables. Entre las ventajas y desventajas comen-
tadas de estos sistemas, cabe destacar dos factores. En primer lugar, el conjunto
completo de caracteristicas utilizadas en estos trabajos era especifico del dominio,
lo que requiere un cierto conocimiento previo de la naturaleza del tipo de ruido que
debe detectarse. En segundo lugar, todos los sistemas propuestos se ajustaron o
entrenaron utilizando el mismo conjunto de datos o parte de una combinacion de
diferentes conjuntos de datos. Este tultimo hecho es especialmente relevante debido
al reto de heterogeneidad detallado anteriormente, ya que conseguir un sistema SQA
aplicable a un amplio abanico de situaciones y actividades de la vida real requiere
no solo tener en cuenta a diferentes voluntarios sino también realizar pruebas ciegas
con diferentes bases de datos.

Después de haber revisado los sistemas de SQA para la monitorizacién de PPG,
podemos concluir que no existe un conjunto comun general de técnicas para tratar
este problema, sino diferentes metodologias de dominio e incluso la combinacion
de las mismas. Ademas, independientemente de la naturaleza de dichas técnicas
de extraccion de caracteristicas o de los algoritmos de clasificaciéon, los sistemas
presentados en la literatura recurren a enfoques de umbral duro. Esto hace que el
sistema se adapte al conjunto de datos de entrenamiento debido a esas decisiones
heuristicas. Cuando se buscan otros tipos de SQAs que traten de superar tales
limitaciones y se ocupen de la generalizacion, se encuentran algunas investigaciones
que aplican un sistema de légica difusa (FLS) de tipo I [248]. Sin embargo, el SQA
fisioldgico se convierte en un reto cuando se tienen escenarios heterogéneos. Por lo
tanto, el FLS de tipo I esta limitado en cuanto a la cantidad de incertidumbre a la
que puede hacer frente.

Por esta razon, y con vistas a la aplicacion de SQA heterogéneos, en esta inves-
tigacion se explota un conjunto reducido de caracteristicas especificas y agnosticas
del dominio con un FLS de tipo II de intervalo, especificamente un clasificador
basado en reglas difusas (FRBC). Obsérvese que la técnica de tipo II estd pensada
especificamente para tratar la incertidumbre comentada, ya que cada nivel de las
caracteristicas se fuzzifica basandose en un conjunto difuso de intervalo denominado

Huella de Incertidumbre (FOU) [249].
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5.2.3.1 Diseino, formacion y validacion de SQA
La figura 5-16 muestra la arquitectura de formacién SQA utilizada en esta investi-
gacion. En concreto, esta arquitectura se compone de siete procesos diferentes. Los

siguientes subapartados ofrecen una vision general de cada una de las etapas de esta

arquitectura.
PPG . - N\ 4 N\ 4 . . N\
Raw Acquisition Feature Partitioning
Training & - Generation
L Extraction
Data Conditioning ) L ) \_ (Lloyds) )
Labels Membership
Training Function Design
l Data (1A)
Optimized Rule Set Performa}nce SQi ' Decu.San Rule
Domi Evaluation Generation Optimisation
ominance Scores . .
(Cross-Validation) (FRBC) (Ga-based)

| )
Figure 5-16: Arquitectura de formacion SQA propuesta.

Adquisicién y acondicionamiento

Una vez filtrada la senal siguiendo la arquitectura de filtrado integrada seleccionada
anteriormente, se procede a la segmentacion. Este proceso se basa en el hecho de
que realizar la extraccion de caracteristicas en pequenos trozos de datos aliviara los
diferentes procesos estadisticos a realizar (por ejemplo, los célculos de complejidad
temporal de la media o desviacion estandar se basan en la cantidad de datos o
muestras, es decir, O(n)). En nuestro caso, para el SQA propuesto, la longitud
de la ventana segmentada se establece en 3segundo. Esta duracion especifica puede
proporcionar dos periodos de frecuencia cardiaca (HR) para un minimo de 40 latidos
por minuto (BPM). Ademéds, dentro de este corto periodo de tiempo, podemos
considerar incluso un comportamiento cuasi-estacionario de esta senal fisioldgica.
Obsérvese que, a medida que disminuimos la ventana de procesamiento, también
disminuye el uso de recursos dentro de un sistema integrado, pero aumenta el minimo
de BPM al que podemos asegurar dos periodos de la sefial. Este hecho nos lleva a una
decision de compromiso que en nuestro caso viene dada por los hechos fisiologicos
comentados y por trabajos anteriores que utilizaban longitudes de ventana temporal

iguales o similares [247].
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Feature extraction

A continuacion, se aplican diferentes técnicas de extraccién de rasgos para caracteri-

zar el procesamiento de la ventana actual. En concreto, se extraen cuatro caracteris-

ticas. Obsérvese que todas las caracteristicas aplicadas se basan en el tiempo. Esta

decision se debe a su menor complejidad computacional y a su robusto rendimiento,

demostrado en publicaciones recientes [242]. Las diferentes caracteristicas extraidas

se detallan a continuacion:

e Curtosis. Es la métrica estadistica relacionada con la forma de una distribucion

de probabilidad que mide el grado de concentracién que se presenta alrededor
de la media de la distribucion de frecuencias para una variable de valor real.
También se describe como la medida de la cola. Esta medida estadistica de
orden superior viene dada por la ecuacion 4.18.

Entropia. La Entropia de Shannon proporciona una medida cuantitativa con
respecto a la incertidumbre o aleatoriedad de la senal. Esta caracteristica se

define como:

= (z])log(x (5.2)

i=1
donde N es el tamano de la muestra, y x; es cada una de las muestras de datos
filtrados.

Relacion senal/ruido (SNR). Se trata de una de las caracteristicas mas uti-
lizadas en los sistemas SQA. Compara la potencia de una sefial deseada con

respecto al ruido observado. En este caso, se realiza el siguiente calculo:

snr = M, (5.3)

Oy

donde g4z €s la desviacion estdndar del valor absoluto de la sefial, mientras
que o, es la desviacion estandar de la senal.

Perfil de la matriz. Hasta donde yo sé, esta caracteristica no se ha utilizado
para ningun sistema PPG SQA en la literatura, aunque se utiliza ampliamente
en la deteccion de anomalias de series temporales [250,251]. Esta métrica ofrece
diferentes ventajas que pueden proporcionar un SQI robusto y fiable, como el
agnosticismo de dominio, el tiempo determinista y la ausencia de pardametros.

La ecuacion de trabajo para el perfil de la matriz se basa en el perfil de distancia
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dado por las distancias euclidianas normalizadas de puntuacion Z de diferentes

subsecuencias dentro de la serie temporal:

d; ;= \/2m<1 - Qi =ttty (5.4)

mao;o;

donde @Q;; es el producto punto de las dos subsecuencias con longitud m (7} ,,

y T;m) de la serie temporal, y p y o son la media y la desviacién estandar de

la subsecuencia respectiva. Obsérvese que para este trabajo de investigacion

se calcula la media sobre el conjunto de valores almacenados en d; ; y se asigna

a cada ventana de procesamiento de 3 segundos. En cuanto al algoritmo

especifico, utilizamos SCRIMP++, que ofrece la menor complejidad temporal
entre las diferentes implementaciones posibles [252].

Después de extraer el conjunto completo de caracteristicas para todos los diferentes

sujetos, se aplica un controlador automético de ganancia (AGC) para limitar la

amplitud y escalar la informacion extraida. En este caso, utilizamos un AGC de

0 — 10.

Cuantificacion y generaciéon de particiones

Siguiendo un enfoque totalmente orientado a los datos, este trabajo de investigacion
utiliza la cuantificacién y la particién de datos sobre los datos de entrenamiento con-
siderados para generar los diferentes conjuntos difusos de forma no supervisada. Asi,
estos procesos son esenciales para evaluar los limites de las representaciones lingiiis-
ticas conceptuales definidas para cada caracteristica y modelar adecuadamente las
diferentes funciones de pertenencia. Esto se hace para evaluar si existe una particion
o separacion de los valores de las caracteristicas en funcién de su distribucion.

En concreto, en este caso, aplicamos el algoritmo ciclico de Lloyd [253] para opti-
mizar las diferentes particiones utilizando las caracteristicas revisadas y apuntando
a la extraccién de tres variables lingiifsticas: Baja (L), Media (M) y Alta (H). El
algoritmo de LLoyd se ejecuta en un proceso iterativo para cada secuencia o rasgo
entrante, Ay, Ay, As, ..., A,,, dirigiéndose a una minima distorsion cuadratica media
o error cuadratico medio para las particiones generadas B, B, Bs, ..., B,,. Debido
al sistema de logica difusa que se aplicara dentro del sistema propuesto, la salida de

esta etapa debe ser las particiones o intervalos cuantificados para cada secuencia o
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caracteristica entrante. Obsérvese que, al tratarse del disenio de un sistema SQA in-

variante de sujeto, la cuantificacion y optimizacion de la particion se aplica de forma

independiente para cada sujeto, lo que da un conjunto de m particiones o intervalos

individuales (v;) con m — 1 puntos finales (7). Esto se describe en la figura 5-17.

Las particiones generadas son consideradas posteriormente por la siguiente etapa
151 12

Tmin ‘ ‘ Tmax

& >

(2 | Uy | V3
Figure 5-17: Representacién de intervalo con tres (m) particiones (v) y dos puntos
finales encontrados (7). Los valores Tiin ¥ Tmae son el minimo y el maximo de la
secuencia entrante que se evaltia o los puntos finales izquierdo y derecho.

de la arquitectura de entrenamiento de SQA propuesta para disenar las diferentes

funciones de membresia a implementar.

Diseno de funciones de pertenencia de tipo 11

A partir de los intervalos o particiones generados y de los puntos finales, utilizamos
la metodologia de Aproximacién a los Intervalos (IA) [254] para disenar las fun-
ciones de pertenencia iniciales asi como las FOUs. Esta técnica se aplica sobre el
conjunto completo de particiones de caracteristicas [vy, vp,] v se basa en dos procesos
diferentes. En primer lugar, se aplica un paso de preprocesamiento para el conjunto
completo de intervalos. Este paso se basa en cuatro etapas. La primera etapa aplica
una comprobaciéon de saturacién para garantizar que todas las caracteristicas estan
dentro del intervalo. A continuacion, las dos etapas siguientes se ocupan de la de-
teccion de valores atipicos. Por un lado, se utiliza una prueba de Box y Whisker
para eliminar posibles valores atipicos fuera de ciertos criterios de limite intercuartil,
mientras que, por otro lado, se aplica un tratamiento de limites de tolerancia para
comprobar que cada punto estd contenido dentro de un rango especifico con respecto
a la media y las desviaciones estandar de los puntos finales izquierdo y derecho y los
intervalos. En la ultima etapa, se realiza un tratamiento de intervalos razonables.
Este se basa en definiciones o requisitos especificos que deben cumplir los distintos
intervalos. Por ejemplo, un intervalo no valido o no razonable es aquel que no se
solapa con otro intervalo de datos. Por ultimo, tras las etapas de preprocesamiento,
se lleva a cabo la segunda etapa de la técnica de IA. Comprende también diferentes

etapas, desde la asignacién de un intervalo a una funcién de pertenencia inicial de
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tipo I hasta el calculo de un modelo matematico para las FOU finales propuestas.
Por ejemplo, la Figura 5-18 muestra el resultado final de las funciones de pertenen-
cia y FOUs generadas utilizando los datos de entrenamiento de la caracteristica del

perfil de la matriz.

Lower and Upper Membership functions: ., atprof

LMatprof MMatprof HMatprof

Membership Degree

04

0.2

0 I
0 1 2 3 4 5 6 7 8 9 10
Feature Values

Figure 5-18: Funciones de pertenencia de tipo II generadas a partir de los datos
de caracteristicas del perfil de la matriz aplicando IA para todos los sujetos de
entrenamiento. Tres variables lingiiisticas: Baja (L), Media (M), Alta (H). El 4rea
sombreada en gris es la FOU obtenida.

Formalmente, todo conjunto difuso de tipo II o concepto lingiiistico esta definido

por una funciéon de pertenencia que viene dada por la siguiente ecuacion 5.5:
A={(z,u, fx(w) V2 € X,Yu € [pz(z), mz(x)] € [0,1]}, (5.5)

donde x es el universo del discurso contenido en X, u es el valor de pertenencia
primario, f,(u) es el valor de pertenencia secundario, y 5 representa las respectivas
funciones de grado de pertenencia inferior (p3(x)) y superior (fiz(z)) del concepto
lingiifstico A. En concreto, para un sistema difuso de tipo intervalo II, fa(u) se

simplifica como
fo(u) = 1,Vr € X,Vu € [p4(x), mz(x)] € [0,1]}. (5.6)

Asi, dado un universo discreto de discurso e independientemente de la forma de
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pertenencia, se almacenan ocho puntos para cada conjunto difuso, es decir, cuatro
puntos x por funciones de pertenencia (inferior y superior) que delimitan dicho
universo. Notese que en nuestro caso, debido al factor de escalado de caracteristicas

anterior, X C [0, 10].

Optimizacion de las reglas de decision

Uno de los objetivos finales de esta arquitectura de entrenamiento es generar el
conjunto de reglas 6ptimas para integrar en el FRBC integrado. Nétese que cada

regla se conceptualiza con la siguiente nomenclatura:
R; i IF ¢q is Ny and ... and ¢, is Ag then Y is vy /e (5.7)

donde a # ¢, ¢ son los diferentes antecedentes o caracteristicas contenidas en la
regla 7, A son las variables lingiiisticas activadas para cada antecedente, y v es el
respectivo consecuente de la regla. Obsérvese que para este trabajo de investigacion,
el FRBC implementado se basa en una salida binaria, que conduce a dos clases o
consecuentes diferentes, es decir, clase positiva para los segmentos ruidosos (v,) y
clase negativa para los segmentos limpios (7).

Para lograr el propoésito de esta etapa, se integra un algoritmo genético evolutivo
(GA) y se utiliza para identificar las reglas que en conjunto dan los mejores resultados
de clasificacion. Nétese que esta optimizacién del entrenamiento se ha utilizado en
trabajos anteriores para diferentes aplicaciones [255]. En concreto, en este caso, el
AG se fija en un maximo de generaciones (es decir, el nimero méximo de iteraciones
antes de que el algoritmo se detenga) y el tamano de la poblacién (es decir, el ntimero
de soluciones factibles) hasta 50, utiliza una funcién de selecciéon de torneo, y emplea
un cruce de un punto para la combinaciéon de cromosomas. Notese que la tolerancia

del AG se fija en 1 107°. Asi, la estructura de cada fenotipo viene dada por
= {01, 6, 05 01, 83, 5, .. &,
AL A3 Agy AT AZ AZ, s N, (5.8)
/er’}/ca 7’71}

Obsérvese que, inicialmente, las reglas se generan de forma aleatoria, el ntimero

méaximo de antecedentes permitido para cada regla (A,,..) se fija en tres, y el ntimero
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maximo de reglas totales (M) se establece en diez. Estas tltimas consideraciones se
hacen para garantizar que el conjunto final de reglas sea lo suficientemente completo
e interpretable.

Ademaés, dentro de esta etapa, se asigna un Peso de la Regla (RW) a cada regla gen-
erada, tanto para los miembros superiores como para los inferiores. Esta puntuacion

se calcula como se indica en [256], a continuacion:

Wj:éj'

ol
<.

(5.9)
RW,; =¢;-

)

donde ¢; y s; son la confianza de la regla y el soporte de la regla j respectivamente.
La primera representa la probabilidad condicional de que un patron clasifique cor-
rectamente una instancia de datos, mientras que la segunda es una medida para

cuantificar la cobertura de la regla en el conjunto de datos de entrenamiento. Vienen

dados por,
(05 =) = S
j=1W;j (xt) ’ (510)
Pwieny Wi (1)
5i(05 = 7) = =

donde x; es cada instancia de datos contenida en el conjunto de entrenamiento, y
wj es la fuerza escalada de activacion de dichos datos con respecto a cada regla, es
decir, el grado de coincidencia de la regla j con la entrada ;. La fuerza de activacion

escalada se calcula como:

s o wm(xt)
o) = .11

donde w,,(z;) es la fuerza de activaciéon, y wy(z;) es la suma de todas las fuerzas de
activacion que tienen la misma clase que el consecuente de la regla j. Finalmente,

la fuerza de activacién se calcula como se indica en la siguiente ecuacion:

Amaz
wj(ze) = 1]1 (5 (), (5.12)

donde 2 jorinaen (1) Tepresenta el valor del grado de pertenencia de la instancia de
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datos z; para las funciones de grado de pertenencia inferior y superior difusas de

tipo II, como se denota en la ecuacion 5.5.

Generacién del nivel de calidad (SQi)

Durante la evaluacion de cada iteracion del AG, la aptitud se calcula en base a un
conjunto de validacion especifico. La division entre los conjuntos de entrenamiento
y de validacién se realizé utilizando diferentes técnicas de CV, hold-out y k-fold.
Por un lado, se emplearon diferentes porcentajes de conjuntos de validacion para la
validacion hold-out. En concreto, el sistema se ha entrenado utilizando un hold-out
aleatorio y estratificado del 40%, 30%, 20% y 10%. Por otra parte, se utilizaron
conjuntos de datos de entrenamiento y validacién disjuntos de 5 veces. Estos pro-
cesos garantizan que no haya ningin sesgo en la seleccién de los conjuntos de datos
de entrenamiento y validacién. Obsérvese que, como la adquisicion de segmentos
de la senal y la extraccion de caracteristicas no se someten a ningin proceso de
solapamiento, no hay flujo de informacién del aprendizaje de reglas de un conjunto
de entrenamiento o pliegue a otros.

En cuanto a la generacion de SQi especificas para cada una de las instancias con-
tenidas en el conjunto de validacién, se aplican dos métodos. Ambos se basan en el
calculo del grado de asociaciéon con respecto a la regla j que se esta evaluando, que

viene dado por

hj(xe) = w5 (x) - RW;, hj(x,) = w;(2) - RW; (5.13)

=7 9
donde la fuerza de activacién y el RW se obtienen utilizando las ecuaciones 5.12 y
5.9 respectivamente. Asi, el grado de asociacién global considerando la contribucién

de las funciones de pertenencia de tipo II superior e inferior para una regla j se

calcula como

() = 2220 ‘;’”‘”””- (5.14)

Basandose en esta puntuacion de clasificacion final, el primer método de razon-
amiento («) empleado para asignar la clase predicha se basa en el método de max-
ima coincidencia seleccionando el consecuente de la regla con el maximo grado de
asociacién. El segundo método (/) se basa en el grado de asociacién méximo de

la agregacion de todos los grados de asociacion que tienen el mismo consecuente.
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Obsérvese que, como el resultado del sistema es binario, este ltimo se traduce en el

maximo entre dos grados de asociacién acumulados. En caso de empate, clasificamos

aleatoriamente la clase predicha para ambos métodos. Por lo tanto, estos procesos
pueden expresarse como

Y, =7, = max (h;(z 5.15
2= = max (i), (515)
Yﬁ = ’yj = g}cax Z hk(xt)v Z hk(xt) 9 (516>
< \kY=m, R
donde Yy y Yeeta son la clase predicha obtenida con el primer y segundo método de
razonamiento respectivamente. Hasta donde yo sé, es la primera vez que se propone,

valida y aplica el segundo método de razonamiento.

Métodos de evaluacion del rendimiento

Por tdltimo, la evaluacién del rendimiento de cada iteracion validada de forma
cruzada se realiza a lo largo del coste calculado mediante el Coeficiente de Cor-

relacién de Mathew (MCC) como sigue:

TP x TN — FP x FN
cost =1 — (5.17)
/(TP + FP)(TP + FN)(TN + FP)(TN + FN)

donde TP, TN, FPy FN son los verdaderos positivos, los verdaderos negativos, los
falsos positivos y los falsos negativos obtenidos de la matriz de confusién utilizando
las etiquetas predichas comparadas con respecto a las etiquetas doradas. Tenga en
cuenta que para la validacion cruzada de 5 pliegues, el coste se calcula como la media
de todos los costes del conjunto de datos de validacion de pliegues. Una vez recuper-
ado el coste, el AG compara dicho valor con un criterio de tolerancia predefinido. Si
el coste es mayor que la tolerancia del AG, éste rellena un nuevo conjunto de reglas,
y el proceso se repite hasta que se cumpla el criterio de tolerancia del AG. Ademas
del MCC, también se utilizan otras métricas para seguir comparando las distintas
validaciones cruzadas. Estas métricas son: la sensibilidad, la especificidad, la media

geométrica entre la sensibilidad y la especificidad (Gmean) y la precisiéon (ACC).

5.2.3.2 Implantacién de SQA y autoajuste
En cuanto a las diferencias entre las arquitecturas online (embebidas) y offline,

cabe destacar que en la primera no se realiza ningin tipo de particion, generacion
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de miembros ni optimizacion de reglas, ya que estos procesos ya se realizaron durante
el proceso de entrenamiento. La figura 5-19 representa la arquitectura incrustada
completa. En primer lugar, la adquisicion, el acondicionamiento y la extracciéon de
caracteristicas siguen el mismo esquema que en la secciéon 5.2.2. En segundo lugar,
con respecto al FRBC, el conjunto optimizado de reglas, los RW y los valores de las
funciones de pertenencia, que se obtuvieron tras el entrenamiento y la validacion,
son parametros codificados. Estos se utilizan especificamente para los calculos en
linea de la fuerza escalada de activacion y los grados de asociacién para cada nueva

instancia de datos. Obsérvese que dichos calculos siguen las ecuaciones 5.11 y 5.14

respectivamente.

. !
Feature | ! |
Sensor Extraction |
\ ) SoAand Hard-Coded Parameters |
SSOA - Optimised Rule Set :

M Aconmianinn ) . - Rule Weights !
As(sjgglrztelon Extraction - Membership Functions :
calculation )
I |
Self-tunning ) o )
Quality Prediction into the System-On-Chip

Figure 5-19: Arquitectura integrada SQA implementada. SoA: Fuerza de Activacion.
sSoA: Fuerza de activaciéon escalada.

La pequena base de reglas considerada en este trabajo de investigacion como req-
uisito para facilitar la interpretabilidad del modelo puede llevar, a largo plazo, a
afrontar incertidumbres acumuladas. Por ello, proponemos un FRBC de tipo II au-
toajustable en linea. En concreto y teniendo en cuenta trabajos anteriores relaciona-
dos con los sistemas difusos adaptativos de tipo II [257], el autoajuste implementado
se basa en la generacion online de nuevas reglas en caso de que la nueva instancia
de datos muestre un grado de asociacion nulo teniendo en cuenta las diez reglas
iniciales, es decir, que ninguna de las reglas existentes se dispare. El algoritmo 1
muestra el proceso implementado para este autoajuste en linea. En primer lugar,
los antecedentes y los conceptos lingtiisticos activados que conforman la nueva regla
se estiman en funcién de la fuerza maxima de activacion de tres, basada en el grado
de pertenencia de la nueva instancia de datos, linea 1. Obsérvese que la seleccion
se limita a tres debido al requisito de antecedente maximo impuesto, como se ha

indicado en la seccion anterior. Asi, la nueva regla estara siempre formada por tres
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antecedentes con sus respectivos conceptos lingiiisticos activados. A continuacion,
se calcula el grado de similitud mediante el algoritmo de Nguyen [258], linea 2. Este
proceso no requiere ejecutar el calculo de las similitudes en linea, ya que los difer-
entes grados de similitud entre las diferentes membresias para cada antecedente ya
han sido calculados fuera de linea. Pueden existir reglas, dentro de la base de reglas
original, que posean menos de tres antecedentes, por lo que, para considerar tales
particularidades, las similitudes devueltas se escalan multiplicAndose por el niimero
de antecedentes de la regla con la que se compara. A continuacién, las RWs para la
nueva regla se derivan considerando la matriz de similitudes obtenida, es decir, hay
un grado de similitud de la nueva regla con cada regla existente, y las RWs existentes
dentro de la base de reglas, lineas 3-4. Finalmente, para estimar el consecuente ()
o clase de la nueva regla, se selecciona el consecuente de la regla que tiene la max-
ima similitud con la nueva regla, lineas 7-11. Después de ejecutar este algoritmo, la
base de reglas y las RW se actualizan con la nueva informacion. Ademas, se repite
el mismo proceso de inferencia basado en los grados de asociacién, que se realizd
antes de la ejecucion del algoritmo, asignando la etiqueta correspondiente a la nueva
instancia de datos. Para limitar el impacto de este proceso en el sistema, el niimero
maximo de reglas nuevas se fijo en cinco, lo que puede llevar a un maximo de 15

reglas considerando las 10 iniciales.

Algorithm 1: Autoajuste en linea mediante el uso de similitudes de Nguyen.

Input : Dato nuevo (d,ey);Valores de membresia (M F's);
Reglas actuales, pesos para la parte baja y alta (R, RWi,, RWy);

Output: Nueva base de reglas, nuevos pesos inferiores y superiores
(Rnew; RVVlnewy RWunew)§

Data: Similitud para la afiliacién inferior y superior (siow, Sup);

Similitud media y posicién maxima (Smean, SmazPos);

Rpew <— GetMaxSoA(dyew, M F's) basado en (5.12);

Stow, Sup $— Nguyen(dpew, M Fs, R, Ryew);

RVVZnew = E]]\il (Slowj * RVVlowj)/ij\/il RVVlowj;

RWonew = X501 (sup, * RWop,) /S35 RW,yp

Update RWiowup With RWinew unew;

for 1 < 1 to M do

| Smeans = (Sup, + Stow,) /2;
end
SmazPos <— FindMazPos(Smean);

Rnew('y) = R(SmaxPosa 7)7
Actualizar R con la nueva regla R,..;
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5.2.3.3 Herramientas y métodos

Se utilizaron tres conjuntos de datos diferentes para entrenar, validar y probar
el SQA propuesto. En primer lugar, llevamos a cabo nuestro propio experimento
mediante el cual se recopilaron los datos de entrenamiento y validacion de unos
pocos disparos. Los datos se extrajeron del experimento explicado en el capitulo
6. En concreto, para el sistema SQA propuesto, se utilizaron unos pocos disparos
de 993 segundos de senial PPG registrados a 200 Hz de 10 voluntarios diferentes.
Hay que tener en cuenta que los estimulos eran dindmicos en cuanto al movimiento
del voluntario, es decir, el voluntario podia moverse sin mas restricciéon que estar
sentado. A partir de estos datos, un experto familiarizado con la PPG y los artefactos
realizo anotaciones manuales para etiquetar la calidad aceptable e inaceptable de los
segmentos de PPG. El etiquetado se evalué para cada ventana de PPG de 3 segundos
no solapada, lo que dio lugar a 331 ventanas con 269 segmentos de PPG aceptables
y 62 inaceptables. A continuacion, se utilizaron dos conjuntos de datos publicos
de referencia para realizar una prueba totalmente ciega, es decir, no se proporciona
informacion sobre los datos de prueba durante el entrenamiento y la validacién. El
primer conjunto de datos es Capnobase [259], del que se obtuvieron 9120 segundos
de senal PPG, mientras que el segundo conjunto de datos fue el Complex Systems
Laboratory (CSL) [260] con un total de 7200 segundos de senal PPG. Capnobase fue
el primer punto de referencia piblico para el analisis de la calidad respiratoria y de
la PPG y originalmente contiene 42 casos (voluntarios) con grabaciones de PPG de 8
minutos de duracion a una frecuencia de muestreo de 300 Hz. Sin embargo, sélo 19 de
los 42 casos presentan segmentos de PPG aceptables e inaceptables. Este conjunto
de datos proporciona etiquetas de artefactos sin restriccion temporal de ventanas.
CSL recoge senales de PPG de dos horas de duracion de dos voluntarios diferentes,
ninos de una unidad de cuidados intensivos pediatricos, que se registraron a una
frecuencia de muestreo de 125 Hz. Este conjunto de datos también proporciona
anotaciones de artefactos sin restricciéon temporal de ventanas, que se publicaron
recientemente en [261]. Cabe destacar dos consideraciones principales en relacion
con esta coleccion de bases de datos especifica. Por un lado, se utilizé un total de
17313 segundos de senal PPG, de los cuales aproximadamente sélo el 5% se utiliza

para la validacion y el 95% para la prueba ciega. Por otro lado, la seleccion especifica
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de los dos conjuntos de datos de prueba detallados se basé en la disponibilidad
de anotaciones. Por lo tanto, estas consideraciones apuntaban al hecho de que el
diseno de los sistemas SQA debe proporcionar una generalizacién suficiente para
hacer frente a entornos heterogéneos, como se ha dicho anteriormente.

Para ajustar las etiquetas de los segmentos de PPG proporcionadas por los con-
juntos de datos de prueba a la ventana de procesamiento de 3 segundos del sistema
propuesto, los datos de prueba se segmentaron en dicha longitud de ventana y la
etiqueta de cada ventana fue positiva (segmento inaceptable) en caso de estar dentro
de las etiquetas originales o solaparse con ellas. Asi, tras este proceso, la cantidad
total de segmentos PPG aceptables e inaceptables obtenidos de Capnobase fue de

2909 y 131 respectivamente, y de 2131 y 269 de CSL.

5.2.3.4 Resultados
Esta seccion presenta los resultados experimentales relativos a la validacién, las

pruebas y el funcionamiento en tiempo real del sistema PPG SQA propuesto.

Validacién y pruebas

Antes de realizar la validacién y los procesos posteriores, se obtuvo la base de reglas
inicial mediante la optimizacion de AG, tal y como se detalla en la seccion 5.2.3.1.
En la tabla 5.2 se presentan los resultados obtenidos para ambos métodos de clasi-
ficacién de razonamiento y las técnicas de validacién empleadas. Antes de explicar
estos resultados cabe hacer varias consideraciones. En primer lugar, no se aplica
ningtin autoajuste durante la validacion. En segundo lugar, se ejecuta un total de
30 iteraciones independientes para cada método de validacion cruzada, es decir, las
particiones de entrenamiento y validacion se seleccionan aleatoriamente para cada
ejecucion. Esto se hace para proporcionar un valor estadistico. Por tultimo, se
obtienen los RW para cada particién de entrenamiento de forma independiente.

En cuanto a los diferentes métodos de razonamiento, se comparan «, como el que
considera el maximo grado de asociacién entre todas las reglas, y 3, como el que
considera el maximo grado de asociacion entre los grados de asociacion agregados
para la clase positiva y los de la clase negativa. Se puede observar que 7 supera
a « alcanzando métricas medias mas altas con menos desviacién en la mayoria de
los casos. Esto se debe al equilibrio o distribucion del RW entre las reglas, ya que

en este caso las reglas que tienen un consecuente de clase negativo poseen un RW
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Validation Performance Metrics

Reasoning Cross-Validation — Sensitivity Specificity Gmean MCC ACC
Method Method (o) wu(o) (o) (o) (o)
40% Hold-Out  45.19 (7.17)  99.54 (0.47)  66.87 (5.21)  0.61 (0.06)  89.47 (1.37)
30% Hold-Out  55.78 (16.68)  97.81 (2.29)  72.92 (11.03)  0.64 (0.11)  89.97 (2.67)
a 20% Hold-Out ~ 72.91 (11.00)  90.98 (3.98)  81.25 (7.23)  0.62 (0.13)  87.58 (4.56)
10% Hold-Out ~ 71.27 (14.93)  93.50 (5.10)  81.20 (9.80)  0.66 (0.18)  89.19 (5.67)
5 k-fold 83.71 (1.34) 92.63 (0.44) 88.05 (0.68) 0.73 (0.01) 90.95 (0.38)
40% Hold-Out  86.46 (5.55)  87.57 (3.10)  86.96 (3.33)  0.66 (0.06)  87.37 (2.80)
30% Hold-Out ~ 87.68 (6.96)  87.59 (4.26)  87.56 (4.64)  0.67 (0.09)  87.60 (4.07)
o) 20% Hold-Out  87.09 (8.60)  88.24 (4.31)  87.57 (5.41)  0.68 (0.11)  88.03 (4. 30)
10% Hold-Out ~ 88.41 (10.43) 90.10 (10.44)  89.07 (6.46)  0.72 (0.13)  89.80 (5.54)
5 k-fold 87.37 (1.30) 88.54 (0.45) 87.95 (0.66) 0.68 (0.01) 88.31 (0.40)

Table 5.2: Métricas de rendimiento de validacién utilizando los métodos de razon-
amiento o y 7 y nuestro propio conjunto de datos.

Dataset Método Comprobacién de las métricas de rendimiento

Clasificacién  Sensibilidad Especificidad Gmean MCC ACC
aw/osT 79.39 93.92 86.34  0.51  93.29

1250] aw/sT 82.44 92.05 87.11 048 91.64
B w/osT 80.91 93.81 87.12  0.52  93.25

B w/sT 84.73 90.82 87.72 047 90.55

aw/osT 71.75 99.48 84.48 0.81 96.38

261] aw/sT 75.47 99.06 86.46 0.82 96.41
B w/osT 73.60 99.48 85.56  0.82  96.58

B w/sT 81.41 98.82 89.69 0.84 96.88

Table 5.3: Métricas de rendimiento de las pruebas para los diferentes conjuntos de
datos de prueba utilizando los métodos de razonamiento oy 3, y el autoajuste (s-T).

mas alto en comparacion con las reglas que tienen un consecuente de clase posi-
tivo. Ademads, en general, se puede observar que a presenta dependencia sobre la
cantidad de datos de entrenamiento, mientras que (3 proporciona una validacién del
sistema més robusta independientemente de este hecho. Nétese que, aunque esto se
ha observado especificamente para este conjunto de datos de entrenamiento, podria
ser aplicable a otros conjuntos de datos, asi como a otros problemas. El mejor re-
sultado para el método a se consigue utilizando 5 k-fold, lo que lleva a un 88,05%
y 0,73 de los valores promediados de Gmean y MCC respectivamente. Cuando se
comparan los resultados del método 3, se observa que la validacién cruzada del 10%
obtiene los mejores resultados promediados. Sin embargo, en el caso de considerar
el equilibrio entre las métricas promediadas y sus desviaciones, la configuracion de 5
k-fold muestra el mejor rendimiento con 87,95%, 0,68, 0,66 y 0,01 de los valores pro-

mediados y de desviacion estandar de Gmean y MCC respectivamente. Este andlisis

se completa comparando los resultados de la validacién k-fold para ambos métodos
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de razonamiento. En ese caso, a presenta unas métricas ligeramente mejores que
[ para todas las métricas de rendimiento excepto para la sensibilidad. Este ultimo
hecho es una indicacién del comportamiento real del sistema para ambos métodos
de razonamiento sobre los futuros datos no vistos, ya que 7 proporciona una mejor
sensibilidad a expensas de la disminucién de la especificidad. A pesar de estas 1l-
timas diferencias entre ambos métodos, se puede concluir que la validacién cruzada
k-fold supera al resto de los métodos y, por tanto, los RWs optimizados a utilizar
para las pruebas se obtienen promediando los RWs obtenidos durante la validacion
k-fold considerando los 5 pliegues y las 30 iteraciones independientes.

Una vez realizada la validacion del sistema y obtenida la base de reglas inicial op-
timizada y sus respectivos RWs, se procede a la recogida del conjunto de datos de
prueba tal y como se detalla en la Seccién anterior. La tabla 5.3 muestra los re-
sultados obtenidos para los dos conjuntos de datos de referencia considerados y los
métodos de razonamiento. En este caso, también proporcionamos los resultados rel-
ativos a la aplicacién de autoajuste. Obsérvese que en negrita estan las métricas que
aumentaron tras la integracion del autoajuste. Por un lado, el método 3 consigue
generalmente métricas mas altas que el método « para ambos conjuntos de datos
cuando no se aplica el autoajuste. De hecho, la diferencia entre cualquiera de las
métricas que son peores para el método S que para el método « no supera siquiera
el 0,2%. Por otra parte, la aplicaciéon del proceso de autoajuste condujo a la adi-
cién de una nueva regla por conjunto de datos con consecuente de clase positivo. Se
puede destacar una clara diferencia entre los resultados para este caso de uso, ya que
mientras que para CapnoBase s6lo hay una mejora de la sensibilidad, para CSL se
puede observar un aumento para la mayoria de las métricas de rendimiento excepto
para la especificidad, cuyo empeoramiento no supera el 0,7%. Esta diferencia en la
tendencia de los resultados para los distintos conjuntos de datos puede atribuirse a
la naturaleza de los mismos. Hay que tener en cuenta que la heterogeneidad estéd
presente ya que estos conjuntos de datos contienen datos de diferentes voluntarios,
pero también que los artefactos dentro de los segmentos de PPG extraidos pueden
tener diferentes dinamicas caracterizadas. De hecho, aunque CapnoBase es mayor
que CSL, este tltimo contiene el doble de segmentos PPG etiquetados inaceptables.

Por lo tanto, los resultados y también los efectos de la aplicaciéon de autoajuste vari-
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Método Meétricas de rendimiento de las pruebas
Clasificacién  Sensibilidad Especificidad Gmean MCC ACC
aw/osT 75.57 96.70 85.41  0.66 94.84
aw/sT 78.96 95.56 86.79 0.66 94.03
B w/osT 77.25 96.64 86.40  0.66 94.92
pw/sT 83.07 94.82 88.75 0.66 93.72

Table 5.4: Métricas de rendimiento promedio de las pruebas utilizando los métodos
de razonamiento « y 3, y el autoajuste.

aran en funcién de lo bien caracterizado que esté el objetivo a detectar (segmentos
PPG inaceptables). En resumen, la tabla 5.4 presenta los resultados promediados de
las pruebas tras combinar ambos conjuntos de datos de prueba. Los mejores resul-
tados se obtienen utilizando el método de razonamiento [ y el ajuste de autoajuste.
Esto lleva a un 88,75% y 0,66 Gmean y MCC promediados, lo que es comparable a

los resultados de validacion obtenidos.

Funcionamiento en tiempo real

Para la implementacion embebida del SQA propuesto, la base de reglas inicial op-
timizada, los RWs y las funciones de membresia se codifican en el SoC. Para ello
se cuantifican dichos pardmetros mediante registros de 32 bits. Para validar la in-
tegracién embebida, se ejecutan en el SoC 33 segmentos de PPG (24 aceptables y
9 inaceptables de 3 segundos) obtenidos del primer paciente del conjunto de datos
de validaciéon. Por ejemplo, la Figura 5-20 representa un extracto de la senal PPG
filtrada, asi como los diferentes valores de caracteristicas para cada ventana de proce-
samiento de 3 segundos evaluada. Tenga en cuenta que el método de razonamiento
incrustado es 3, ya que logré mejores resultados durante la validacién fuera de linea
y las pruebas.

La tabla 5.5 informa de la comparaciéon de las métricas de rendimiento entre la
implementacién incrustada y la offline. Como era de esperar, esta tltima consigue un
mejor rendimiento. En concreto, alcanza hasta un 92,29% y un 0,85 de los valores de
Gmean y MCC respectivamente, mientras que la implementacion embebida empeora
esos resultados bajandolos hasta un 91,67% y un 0,78. Esta diferencia de rendimiento
se debe a la pérdida de precisiéon de los diferentes procesos dentro del SoC. De
hecho, la Tabla 5.6 muestra el coeficiente de determinaciéon (R?) entre los resultados

embebidos y los registrados en MATLAB para los principales procesos del sistema.
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Figure 5-20: Captura en tiempo real de la implementacion de SQA integrada que
muestra los diferentes valores de las caracteristicas en cada ventana de procesamiento
(3 segundos).

Plataforma Sensibilidad Especificidad Gmean MCC ACC

MATLAB® 88.89 95.83 9229  0.85 93.94
SoC 88.89 91.67 90.27  0.78 90.90

Table 5.5: Comparacién entre las métricas de rendimiento registradas por MAT-
LAB para los 33 segmentos de PPG evaluados en el SoC utilizando el método de
razonamiento beta.

Teniendo en cuenta que se trata de la primera implementacion del sistema propuesto,
la mayoria de los procesos manejan nimeros de punto flotante de 32 bits en sus
operaciones (IEEE 754). Asi, las etapas menos exigentes desde el punto de vista
computacional y mas sencillas, como los cédlculos de fuerza de activacion, Kurtosis y
SNR, obtienen un R? de 0,99. Sin embargo, al enfrentarse a operaciones matematicas
mas complejas como el logaritmo dentro del calculo de la Entropia y los miltiples
algoritmos FFT realizados durante el calculo del perfil de la matriz, el R? baja
a 0,98 y 0,97 respectivamente. Aunque estos errores de precision son bajos, su
acumulacion a lo largo de toda la prediccion hace que el proceso final, es decir, el
grado de asociacién para las clases negativas y positivas, tenga un R? de 0,94 y 0,80
respectivamente. Esta es la razéon de la caida de la métrica de rendimiento dentro
del SoC. Hay que tener en cuenta que la implementaciéon de MATLAB® opera con
tipos de datos dobles, que corresponden a ntimeros de 64 bits en coma flotante.

En cuanto al andlisis del ahorro de energia con y sin el método SQA, la tabla 5.7
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SoA Kurtosis Entropy SNR MP —AD +AD
R? 0.99 0.99 0.98 099 097 094 0.80

Table 5.6: Coeficiente de determinacién (R?) para los principales procesos realizados
dentro del SoC. SoA: Fuerza de Activacion. MP: Perfil de la matriz. — y + AD:
Grados de Asociacion de Clase Negativa.

informa de cuatro escenarios diferentes de senales de prueba. Estos ultimos fueron
elegidos para facilitar la comparacién con [245] y [246]. Independientemente de la
aplicacion del método SQA propuesto, el consumo de energia del sensor PPG es
inevitable para un sistema o aplicacién de monitorizacion fisiolégica continua. Asi,
la linea base de consumo de energia del sistema es de 1053,36 m.J, que corresponde
al funcionamiento normal del sensor asi como a la comunicaciéon 12C implicada para
recoger los datos del mismo. Para la transmision de cada ventana de procesamiento
de 3 segundos, la energia consumida por el BLE es de unos 15,50 m.J, lo que lleva a
318,60 mJ consumidos para la transmisién de la senal sin ruido durante 60 segundos.
El consumo de energia debido a la ejecucion de todas las etapas implicadas en
el sistema SQA propuesto es de 59,40 m.J. Por lo tanto, teniendo en cuenta los
diferentes escenarios de la senal de prueba, podemos concluir que el método SQA
propuesto puede ahorrar un consumo de energia global del 1,5% al 20,7% para
senales PPG ruidosas con una duracion de 12 a 60 segundos. Por el contrario, el
consumo de energia extra debido a la ejecucién de SQA alcanza hasta el 4,3% para
una senal completa de 60 segundos sin ruido. Por ultimo, también se cuantificaron
las complejidades de tiempo y memoria para el SQA propuesto. El tiempo medio
obtenido para ejecutar el método método SQA propuesto fue de 53,07 ms. La
memoria total requerida para manejar las variables globales y temporales, asi como
los buffers de adquisicion y procesamiento es de 15kB.

Para contextualizar algunos de los resultados obtenidos con respecto a otros traba-
jos reportados sobre SQA, la Tabla 5.8 presenta las métricas clave para el sistema
propuesto y tres trabajos recientes [245-247] que también fueron revisados. El tra-
bajo propuesto proporciona unas métricas de rendimiento comparables a las del
estado de la técnica. Cabe sefialar que los otros trabajos no utilizaron las etiquetas
de artefactos proporcionadas por los conjuntos de datos de referencia. En su lu-

gar, etiquetaron de nuevo esos datos. Ademas, ninguno de ellos utilizé exactamente
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Sistema sin SQA Sistema con SQA Qwverall

Escenarios de senales de prueba Energia
ECScnsor ECSQA ECTR Total ECSQA ECTR Total (With SQA)
(mJ) (mJ) (mJ) (mJ) (mJ) (mJ) (mJ) saving/extra

60-segundos Senal sin ruido 1053.36 NE  318.60 1371.96‘ 59.40  318.60 1431.36 4.3% Extra

60-segundos Senal ruidos 1053.36 NE  318.60 1371.96 ‘ 59.40 NE  1112.76  20.7% Saving

6-seg. Senal ruidosa de 60 segundos  1053.36 NE  318.60 1371.96 ‘ 59.40  292.05 1404.81 2.3% Extra

12-seg. Senal ruidosa de 60 segundos  1053.36 NE  318.60 1371.96 ‘ 59.40 238.95 1351.71 1.5% Saving

Table 5.7: Analisis de ahorro de energia en tiempo real con y sin el método SQA.
ECsqga: Consumo de energia para el sistema implementado con SQA. ECgensor:

Consumo de energia del sensor PPG. ECrg: Consumo de energia para la transmision
BLE. NE: No ejecutado.

Trabai Validacion Experimento  Few  Experimento ACC  Clock Memoria Energia Plataform:
abajo Meétricas Independiente Shot Observaciones (%) (MHz)  (kB) (mJ) atalorma
amplitud absoluta, SAM3XSE
Vadrevu (2019) [245] ratio cruzado X X 38620 95.93 84 13 210
y autocorrelacién Cortex-M3
SAM3X8E
G.N.K. Reddy (2020) [246] FOPC-DC X X 15000 93.21 84 29.56
Cortex-M3
Curtosis, y Quad-core
Samiul Alam (2021) [247] autocorrelacion, X X 8000 96.50 1200 88 63.1
limites empiricos Cortex-Ab3
Type-2 Fuzzy nrf52832
Propuesto Independiente del sujeto v v 331 93.72 64 15 59.40
(8 w/ autoajuste) Cortex-M4

Table 5.8: Comparaciéon con los trabajos publicados sobre SQA.

los mismos conjuntos de datos, tanto si los usaban para ajustar el umbral como si
los probaban. En cuanto al consumo de memoria y energia, ofrecemos una de las
métricas més bajas. En concreto, para el consumo de energia, [245] y [246] también
proporcionaron un analisis de ahorro de energia en tiempo real comparable al que
se indica en la tabla 5.7. Obtuvieron un ahorro energético global superior al 90,00%
para el segundo escenario de senales de prueba. Sin embargo, no consideraron ni
informaron del consumo de energia del sensor, que se supone que esta funcionando
continuamente. También hay que destacar la diferencia de plataforma, ya que mien-
tras [245] y [246] utilizaron un dispositivo embebido (microcontrolador) comparable
al utilizado en este trabajo de investigacion, [247] emple6 un Cortex-A53 que estd
lejos de poder ser comparado adecuadamente con el nuestro. Por ltimo, se destacan
los enfoques de pocos y experimentos hacia la aplicacién y la adaptacion del sistema
a entornos heterogéneos, asi como la usabilidad en la naturaleza.

El SQA propuesto proporciona un modelo de inferencia Mamdani simplificado y de
baja complejidad basado en reglas difusas que se despliega en dispositivos de borde

con pocos recursos. La principal novedad de esta investigaciéon son los aspectos
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no heuristicos, adaptativos, orientados a los dispositivos portatiles e invariantes del
sistema SQA propuesto. En primer lugar, la caracteristica no heuristica se obtiene
utilizando un novedoso método no supervisado para generar conjuntos difusos de
tipo intervalo-1I a partir de sefiales PPG basadas en la cuantificacién. En segundo
lugar, la adaptacion del sistema se consigue definiendo e implementando un novedoso
ajuste fino no supervisado en linea basado en la similitud escalada entre conjuntos
difusos de tipo intervalo-II para las actualizaciones autoadaptativas del modelo. Por
ultimo, se logra el aspecto de la invariabilidad del sujeto y la heterogeneidad, ya que
todos los conjuntos de datos empleados contienen datos de diferentes voluntarios.
Este hecho hace que los artefactos dentro de los segmentos de PPG extraidos tengan
diferentes dinamicas. Para demostrar la implementacién del PPG SQA en linea, se
realiza un anélisis detallado del rendimiento integrado de los métodos propuestos
en el Brazalete y se compara con el estado del arte. En general, el trabajo prop-
uesto proporciona métricas comparables con el estado del arte comparado. Se logréo
una precisién global en las pruebas a ciegas de hasta el 93,72%. La evaluacién en
tiempo real mostré un consumo de energia de hasta 59,40 m.J para el SQA prop-
uesto, lo que supuso un ahorro global de energia del 20,7%. Dentro de este contexto y
comparacion, también hay que tener en cuenta ciertas limitaciones del sistema prop-
uesto. En primer lugar, pueden aplicarse mas optimizaciones de procesamiento de
senales digitales, como el escalado de calculos enteros mas pequenos y la instruccion
unica de datos multiples. En segundo lugar, se estan realizando mas experimentos
y recopilaciones de datos para aumentar los datos de entrenamiento y explorar el
espacio de diseno. Algunas de las ventajas y limitaciones identificadas durante la
realizacion de este sistema confirman la necesidad de contar con sistemas de SQA
centrados en proporcionar una generalizacion suficiente para tratar con entornos
heterogéneos, asi como con implementaciones de SQA integradas en dispositivos de
borde extremo. Hay que tener en cuenta que, aunque nos centramos unicamente en
la senal PPG, se puede seguir investigando hacia enfoques similares para las demas

senales considerando este sistema como referencia.
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5.2.4 Extraccion de caracteristicas Exploracién del espacio

de diseno

En esta seccién se presenta una exploracion del espacio de diseno de extraccion de
caracteristicas, que se centra en la extracciéon de informacién relacionada con BVP.
El analisis presentado se divide en las diferentes etapas de la arquitectura del soft-
ware, como muestra la Fig. 5-21. Asi, se asume que las senales consideradas estan
debidamente filtradas y segmentadas antes de la aplicacion de cualquier técnica de
extraccién de caracteristicas. En cada etapa explorada, se evalian y recomiendan
los parametros de interés. En primer lugar, se discute la delineacion morfolégica
(bloque de detecciéon de picos) mediante una comparacion detallada de diferentes
algoritmos de deteccion de picos. En segundo lugar, se presentan las técnicas ha-
bituales aplicadas para extraer la informacién de frecuencia cuando se trata de los
puntos delineados de forma desigual o no uniforme, es decir, los bloques de inter-
polacion o de recuento de latidos. En el caso de la aplicacién de Bindi, se emplea,
implementa y discute la técnica de interpolacién. Por tltimo, las recomendaciones
especificas de las diferentes compensaciones discutidas en estas secciones se apli-
can en la seccién 5.2.4.3 para un caso de uso particular de detecciéon de estrés de
4 segundos, en el que una validacién de los procesos de extraccion de caracteris-
ticas incrustadas en el Brazalete se validan contra una herramienta de grado de
investigacion. Todas las métricas consideradas en esta secciéon para caracterizar las
diferentes etapas se obtienen a partir de la implementacion incorporada dentro de
la exploracién del espacio de diseno en la pulsera. Noétese que la seleccion final de
los diferentes parametros evaluados dependera de los requisitos y necesidades de la
aplicacién. En cuanto a la seccion 5.2.2, este andlisis se extrae de [159]. Asi, aunque
los algoritmos evaluados se centran en un caso de uso PPG, algunas de las técnicas

de extraccion de caracteristicas, como el FFT, son comunes al resto de senales.
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Figure 5-21: Parameters and processes involved in the BVP-based DSE.

5.2.4.1 Extraccién de caracteristicas: Deteccion de picos

Centrandonos especificamente en la casuistica del PPG, se pueden utilizar difer-
entes enfoques para delinear las series temporales del PPG. La robustez de este pro-
ceso de delineacién es clave para detectar correctamente los parametros morfologicos
de PPG deseados. Este hecho viene determinado no sélo por los pasos de filtrado an-
teriores, sino también por la diferente morfologia de las ondas PPG, que puede verse
directamente afectada por factores como la edad y las emociones [262,263]. La figura
5-22 muestra la diferencia morfolégica entre tres grupos de edad diferentes medida
con nuestro sensor PPG. Las diferencias observadas coinciden con las publicadas en
la literatura [264]. Por ejemplo, la parte dicroica de la onda es la més afectada. Este
hecho se debe principalmente a la variacién del tono vascular con la edad, que se
traduce directamente en una mayor o menor vasoconstriccion y vasodilatacion. Esta
situacion produce diferencias en la presion arterial que conducen a una distorsion del
escurrimiento diastolico. Dentro de este contexto fisiolégico variable, diferentes algo-
ritmos de delineacién podrian proporcionar resultados diferentes, es decir, diferentes
puntos morfolégicos identificados de la senal PPG. Este hecho puede incluso empe-
orar cuando se restringen las arquitecturas de filtrado de la etapa inicial aplicadas,
lo que solia ocurrir en las aplicaciones integradas de monitorizacion fisiologica. Por
ejemplo, si la aplicacion no utiliza ningun filtro de eliminacion de la linea de base,
por ejemplo, un filtro de muesca por debajo de 0,5Hz, los diferentes puntos extrai-
dos por el algoritmo de delineaciéon empleado deben ser lo suficientemente robustos

como para no verse afectados por las tendencias de baja frecuencia fuera de banda.
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Figure 5-22: Diferencias morfolégicas del PPG entre tres grupos de edad. (a) Per-
sona de 18-24 anos. (b) Persona de 35-44 anos. (c) Persona de 55-65 anos. Las
senales mostradas fueron adquiridas por el brazalete Bindi.

Se pueden aplicar diferentes técnicas para asegurar una deteccion robusta de pico
a pico. Sin embargo, algunas de ellas requieren la aplicacién de cruces de cero a lo
largo de la primera y segunda derivadas de la senal [265,266]. Este hecho afecta
directamente al tiempo de célculo dentro de la cadena de procesamiento de datos.
Teniendo en cuenta las particularidades comentadas de esta etapa para un caso
de uso PPG, se presenta una comparacién entre dos enfoques ligeros conocidos.
Por un lado, el primero se basa en un método de maximos/minimos locales (LCM)
desarrollado por el equipo UC3M4Safety que utiliza la evolucion de la pendiente y
la media local en periodos cortos de muestras junto con la ventana de procesamiento
de datos [159]. Los métodos LCM son bien conocidos dentro de los algoritmos de
deteccion de picos de PPG ya que solian ser menos exigentes computacionalmente
a costa de un menor rendimiento. Por otro lado, el segundo algoritmo esta tomado
de [267] que se basa en un método de deteccién de umbral adaptativo (ADT) que
utiliza una pendiente variable calculada iterativamente en funcién de la desviacion

estandar de la senial. Obsérvese que el segundo algoritmo fue validado con conjuntos
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de datos disponibles publicamente y super6 a las técnicas de LCM sin requerir
operaciones de primera y/o segunda derivada de la senal.

Para el primer método, el Algoritmo 2 describe las operaciones realizadas para
cada ventana BVP. En concreto, el algoritmo comienza asumiendo que el valor
maximo es la primera muestra de la senal. A continuacién, se calculan y evaltan
los valores de la media y la pendiente sobre un ntimero determinado de muestras a
comparar (stc). Este paso se realiza si se cumple una de las dos condiciones de nivel
de sefial umbral (méximo o minimo). Por lo tanto, es esencial un equilibrio para
ajustar stc. Por ejemplo, si la senal BVP se muestrea a 100Hz, la evaluaciéon media
sobre diez muestras supone una atenuacién de -6dB para 6Hz y una atenuaciéon de
-3dB para 4,5Hz, siendo esta tltima cercana a 4Hz que es una frecuencia de interés
para apuntar a las frecuencias cardiacas maximas (BPM> 240). Por lo tanto, en
funcién de las altas frecuencias de ruido residuales esperadas de la senal filtrada, se
puede ajustar este parametro. Para este algoritmo en particular, y guiado por el
compromiso adoptado en la etapa de filtrado en la Seccion 5.2.2, se puede elegir un
stc igual a diez, lo que aumenta la capacidad de deteccion de picos a expensas de la
complejidad del tiempo. Otro parametro clave incluido en el algoritmo es dist, iy,
que se asigna inicialmente a un ntmero especifico de muestras k. Esta variable se
refiere a la distancia minima permitida entre dos picos sistolicos identificados y se
fija en el nimero de muestras para la frecuencia mas alta dentro del ancho de banda
del BVP. Como en el ejemplo anterior, si la senal BVP se muestrea a 100Hz y la
frecuencia de FC més alta aceptable es de 3,5 Hz (210 BPM), entonces k se fija en
28 (muestras). Este parametro no afecta a la complejidad del tiempo del algoritmo,
sino que proporciona un manejo robusto para los posibles transitorios que todavia
estan en la senal y que podrian estar afectando a la deteccién del pico. Ademas,
hemos introducido diferentes condiciones en el algoritmo desarrollado para cubrir
casos morfolégicos especiales. Por un lado, en el caso de tratar con crestas sistélicas
amplias, sélo el ultimo punto de las mismas se considera el pico sistélico, lineas
11-17 del Algoritmo 2. Por otro lado, en caso de tener crestas sistélicas cortas,
podria ocurrir que se dejara un pico potencial, lo que se tiene en cuenta en las lineas
19-21 del Algoritmo 2. Aunque el algoritmo se utiliza para extraer la informacién

de los picos sistolicos, el procesamiento de los valles también se realiza dentro de
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él. Este ultimo se realiza a través de operaciones opuestas a las del procesamiento
de los picos. Noétese que, en nuestro caso, la senal esta centrada sin ninguna deriva
o tendencia de DC antes de la aplicacién de este algoritmo gracias a las etapas de

filtrado previas.

Algorithm 2: Algoritmo de deteccién de picos BVP

1 function getPeaks (bupsignar; bUPien);
Input :
Senal limpia de BVP bupsignai;
Ntumero total de muestras bvpe,;
Output:
Posicion de los picos detectados peaks;nges;

Ntumero total de picos peaks;orar;

Data:
Maximo y minimo para cada busqueda peaks,,qz, peaksmin

Contador de picos detectados peaks ount

Separacion minima entre los picos detectados dist, ;.
peaksmax — bvpsignal(o);

peaksin, Peakscount <— 0; dist,im <— k;

for i + 1 to (bupse, — stc) do

2
3

4

5 if bupsigna(i)>peakq, then

6 peakmaaz — bvpsignal(i);

7 peaksin < peaksmar — Stc;

8 Get vtCpean for [i,stc];

9 Get vtcgiope for [i,stcl;

10 if vtcpean>peak .. then

11 if peaks ouni&& i — peaksinges(Peakeount — 1) < dist,,;, then
12 ‘ peaksindem (peakcount - 1) < 27

13 else

14 peaksindem (peakscount> < Zu

15 peakscount < peakscount + ]-7

16 peaksyin < 0;

17 end

18 else

19 if peaksin && vtcgppe<0 then

20 | Actualizar contador, indice y peakspin;

21 end

22 end
23 end
24 lf bvpsz nal <peakmm then

25 ilza la operacién inversa para detectar los valles;
26 end

27 end
28 peakstotal — peakscount

La figura 5-23 muestra un andlisis del impacto en el tiempo de los dos algoritmos
diferentes de deteccion de picos, considerando el nimero de muestras en la ven-
tana de procesamiento. En relacion con esta complejidad temporal, se observa un
rendimiento lineal para nuestro método LCM, debido a la evaluaciéon de vecinos re-
alizada con cada muestra. En cuanto al algoritmo ADT, se observa un aumento del

tiempo de célculo entre el 30 % y el 50 % en comparacién con LCM con el mayor
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stc. Esta diferencia se debe principalmente al calculo obligatorio de la desviacion
estandar para toda la senal de la ventana de procesamiento, que es necesaria para
obtener la pendiente variable que utilizara el algoritmo ADT. En relacién con las
consideraciones de almacenamiento de memoria en esta etapa, el algoritmo LCM
implementado necesita 2KB de ROM y 32B de RAM. En el caso del ADT imple-
mentado, este algoritmo utiliza 2,5KB de ROM y 64B de RAM.

0.005r
~+-LCM w/ stc=10 - LCM w/ stc=6 %
0.00425 |-o-LCM w/ stc=9 -5-LCM w/ ste=5
~%-LCM w/ stc=8 -<-LCM w/ stc=4 ¥
| [~ LCM w/sic=7 % ADT -
) 0.0035 %
< o
(% 0.0025 - R
0.0015+
0.00057 .. o
0? I I I |
100 200 400 600 800

Samples

Figure 5-23: Anélisis del impacto temporal de los algoritmos de detecciéon de picos
considerados.

A partir de esta etapa y teniendo en cuenta los resultados de complejidad temporal
y uso de recursos por parte de los algoritmos evaluados, concluimos que, aunque los
métodos LCM son de los mas sencillos, pueden ajustarse a los requisitos de muchas
aplicaciones. Por tanto, se recomienda el uso de estos algoritmos ligeros. Con el fin
de proporcionar una validacién de la aplicacion real siguiendo estas compensaciones
de extraccion de caracteristicas, la seccién 5.2.4.3 presenta los resultados de un caso

de uso real de monitorizacion de la activacién de la VFC.

5.2.4.2 Extraccién de caracteristicas: Informacion de la VFC

En los sistemas digitales embebidos con restricciones, los andlisis de frecuencia
se realizan mediante la DFT. Uno de los algoritmos habituales es la transformada
rapida de Fourier (FFT). Sin embargo, este algoritmo se basa en la suposicién de una
entrada muestreada equidistante. En este punto, surgen dos posibilidades basadas

en las necesidades de la aplicacion. Si la aplicacion no estd limitada por ninguna
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restriccion de tiempo de inferencia, el sistema puede esperar hasta que se extraigan
suficientes puntos de VFC y sea posible la resolucién de frecuencia deseada. Por el
contrario, cuando se necesita una inferencia rapida continua dentro de una ventana
temporal fija, se aplica la interpolaciéon entre las muestras de VFC para restablecer
la coherencia temporal.

Centrandonos en los casos de uso rapido continuo para aumentar el tiempo de re-
spuesta de Bindi, consideramos dos parametros principales para la evaluacién de
esta etapa de extraccién de caracteristicas: el tipo de interpolacion y la longitud de
la FFT. En la Fig. 5-24 se muestra un analisis del impacto en el tiempo para las dos
técnicas de interpolacion (lineal y polindmica) y la FFT implementada y considerada
para diferentes longitudes de ventana de procesamiento. Como era de esperar, los
métodos polinémicos tienen una mayor complejidad temporal, aunque producen re-
sultados mas precisos si se necesita posteriormente la precision espectral. Obsérvese
que para esta comparacién se considera la interpolacion cuadratica polindmica de
Lagrange. En cuanto a la FFT, se utiliza un algoritmo de FFT radix-2 de 32 bits
de punto fijo, que proporciona una de las complejidades computacionales mas bajas
(O(nlogn)) y es entonces adecuada para el dispositivo embebido. Cabe destacar
que para todas las longitudes de FFT evaluadas, aplicar la interpolacién polinémica
implica duplicar el tiempo de procesamiento respecto a la interpolacién lineal. Te-
niendo en cuenta este hecho y que se prefieren las interpolaciones cuadraticas en
el dominio del tiempo para el [268] de la VFC, se puede asumir esta diferencia de

complejidad temporal.
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Figure 5-24: Anélisis del impacto temporal basado en diferentes métodos de inter-
polacién y en la FFT implementada y considerada.

En esta etapa, debe considerarse un compromiso entre la resoluciéon temporal y la
de frecuencia. Obsérvese que, independientemente de fqens0r, Si la longitud de proce-
samiento de la ventana es fija, la resolucion de la casilla de frecuencia para el F'FTj,,
elegido no cambiara. Por lo tanto, para mejorar la resolucion de frecuencia para una
ventana temporal fija, se aplican técnicas de remuestreo después de la interpolacion
en estas situaciones. Por ejemplo, si la VFC se interpola a 100Hz para una ven-
tana temporal fija de cuatro segundos, se obtiene una resolucién de 0,39Hz/bin. Sin
embargo, tras aplicar un remuestreo de 1Hz, la resolucion de la frecuencia aumenta
hasta 0,25Hz/bin. Tenga en cuenta que para esta tltima resolucién sélo se toman
256 puntos disponibles. En caso de tomar méas puntos que la longitud de la ventana,
hay que aplicar un relleno de cero. Asi pues, la resolucién de tiempo y frecuencia,
asi como las técnicas de interpolacion y remuestreo, dependen de la aplicaciéon. Este
es un aspecto clave cuando se trata de aplicaciones que requieren la extraccion de
informacion de la frecuencia de la VFC, ya que la banda mas baja de interés se
encuentra entre 0,01Hz y 0,04Hz. Por lo tanto, para lograr una capacidad completa
de detecciéon de la banda de frecuencia de la VFC se debe asegurar un minimo de
0,04Hz/bin. Un valor de resolucién de frecuencia superior a este disminuird dicha
capacidad de deteccion o separabilidad de las bandas espectrales. Hay que tener en

cuenta que la resolucién de la bandeja de frecuencias viene dada por la ecuacion 4.7.
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En cuanto a la resolucién temporal, hay que tener en cuenta que la duracién de la
ventana de procesamiento debe seleccionarse para asegurar la presencia de al menos
dos puntos de VFC. De lo contrario, la interpolacién no es posible.

En relacion con las consideraciones de almacenamiento de memoria en esta etapa,
se debe tener especial cuidado con los requerimientos de recursos de la FFT, imple-
mentando propiedades in-place y un comportamiento no recursivo. Tenga en cuenta
que los recursos utilizados durante la operacién de remuestreo se consideran insignif-
icantes. Para las interpolaciones, ambas consumen hasta 698B de ROM y 10B de
RAM, mientras que la FFT necesita 3KB de ROM y 548B de RAM.

Este ultimo paso es especialmente sensible. Por ejemplo, la interpolacion lineal
puede incluso introducir deformaciones en los espectros de potencia resultantes.
En este caso, se recomienda una decisiéon de diseno basada en la calidad para que
prevalezca la informacion fisiolégica. Asi, asumiendo el mismo uso de recursos para
ambos métodos de interpolacion y considerando todas las ventajas fisiologicas que

proporciona la interpolacion polinémica, se recomienda esta tultima sobre la lineal.

5.2.4.3 Implementacion del caso de uso de VFC

Para dar un caso de uso real e implementar todas las diferentes recomendaciones
concluidas para la ultima exploracion de extraccion de caracteristicas, se presenta
una aplicacion especifica de activacion fisiologica de cuatro segundos de inferencia
rapida. El brazalete esta programado con toda la arquitectura detallada de proce-
samiento de senales y las compensaciones tomadas. En este caso, se utilizd6 un
experimento con seis voluntarios y diez estimulos audiovisuales diferentes, estresa-
dos y no estresados, de un minuto de duracion. Estos estimulos fueron previamente
etiquetados y seleccionados por los autores. Después de cada estimulo, los voluntar-
ios autoinformaron de su propio nivel de excitacién o excitacién que sentian al ver el
video. Para proporcionar una herramienta de validacién o una medida de oro frente
a las senales adquiridas por nuestra plataforma, se consideré un sistema sensorial
de grado de investigacion.

Para este experimento, se utilizdé un feensor de 100Hz y se empled una ventana
de procesamiento temporal fija de cuatro segundos, que requeria un buffer de 400
muestras (1,5KB). Hay que tener en cuenta que para FCs inferiores a 45BPMs,

esta ventana no es aplicable, ya que sélo se pudo encontrar un punto de VFC. Cada
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Figure 5-25: Cadena de datos completa para el procesamiento de una ventana de 4
segundos teniendo en cuenta las compensaciones comentadas.

cuatro segundos se extraen e interpolan los puntos de VFC, a lo que sigue un célculo

de la FFT y una estimacion de la PSD dada por
PSD; = ———, (5.18)

donde PSD; es la densidad espectral de potencia para una casilla de frecuencia
especifica i, | f ft| es la magnitud del espectro al cuadrado y s es la suma de muestras
al cuadrado de la funciéon de ventana utilizada. En concreto, para hacer frente a la
pérdida de festoneado y a los efectos de la valla, se aplica una ventana superior plana.
Se utiliza un fijo F'F'T}., de 256 puntos, lo que lleva a una resolucién de 0,39Hz/bin.
Esta resolucién es suficiente para observar la actividad de las bandas de frecuencia
mas bajas (hasta 0,4Hz) y las méas altas (desde 0,4Hz hasta 1Hz). Hay que tener
en cuenta que en caso de tener menos de 256 puntos después de la interpolacion, se
aplica el relleno cero. El mismo procedimiento digital se aplica para la herramienta
de validacion y Bindi. Teniendo en cuenta todos los datos proporcionados en las
secciones anteriores, la implementacion final de todas las diferentes etapas para esta
aplicacion especifica requiere hasta 2KB de RAM, 6KB de ROM y tarda unos 20
milisegundos en proporcionar una estimacion valida de la VFC desde la finalizacion
de una ventana de procesamiento, Figura 5-25.

La tabla 5.9 muestra los resultados recopilados obtenidos para dos estimulos de
estrés (H) y no estrés (L) seleccionados arbitrariamente para los seis voluntar-
ios diferentes. Pgyy es el cociente promediado entre el primer bin de frecuencias
(0,39Hz) y el segundo bin de frecuencias (0,78Hz) durante el estimulo utilizando la
sefial de la herramienta de validacién, mientras que Pgyo es el observado para el
cociente promediado entre el segundo bin de frecuencias y la suma del primero y
el segundo. La cuarta y la quinta columnas son los valores analogos tomados de

Bindi. Estos resultados muestran una disminucién en el primer factor para todos
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Table 5.9: Resultado de la medicién del caso de uso especifico del detector de estrés
HRV.

Type ?Gfl FGfQ PBfl FBfQ e [%o(ef1,642)]

1y 528 015 527 016  (0.18,6.66)
1, 505 016 481 017  (4.75,6.25)
A -023 +0.01 -046 +0.01
27 409 024 429 020 (4.88,16.66)
2, 383 027 345 029  (9.92,7.41)
A 026 +0.03 -0.84 +0.09
34 518 0.6 517 016  (0.19,0.00)
3, 440 019 428 021  (2.72,10.52)
A -0.78 40.03 -0.90 +0.05
4; 527 015 532 015  (0.09,0.00)
4, 516 016 512 017  (0.7,6.25)
A -0.11 +0.01 -0.20 +0.03
54 507 0.16 482 017  (4.93,6.25)
5, 464 017 463 018  (0.21,5.88)
A -043 +0.01 -0.19 +0.01
64 498 0.16 496 017  (4.03,6.25)
6, 484 017 446 020 (7.85,17.64)
A -0.14 +0.01 -0.50 +0.03

los pacientes desde el estimulo de estrés hasta el de no estrés. Por el contrario, hay
un incremento en el segundo factor. Esto esta en consonancia con la teoria del SNA.
Como se comentd en los capitulos 2 y 4, las bandas de frecuencia mas bajas estan
dominadas por el SNS, que se encarga de la respuesta de lucha o huida del cuerpo,
mientras que el SNP esta relacionado con las bandas méas altas y es responsable de
controlar las condiciones de relajacién (descanso y digestién). Los errores entre los
resultados de la validacién y los resultados de la también se proporcionan en la tabla
5.9 . Estos errores son bajos (¢ < 10%), excepto en casos como 2y o 61, en los que
los fuertes artefactos de movimiento presentes en la sefial de Bindino se limpiaron
como se esperaba, dando lugar a segmentos de senales localmente contaminados, lo
que afecta directamente al proceso de deteccion de picos y, por tanto, a la extraccion
de la VFC, véase la Figura 5-26.

Al llevar a cabo este caso de uso particular, se han implementado con éxito las
diferentes compensaciones detalladas que se aplican a las aplicaciones de inferencia
rapida. A pesar de que el caso de uso presentado no alcanza la capacidad completa de
deteccion de la banda de frecuencia de la VFC, el objetivo de la deteccion rapida del

estrés se logra utilizando una baja cantidad de recursos a expensas de la resoluciéon
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Figure 5-26: Efectos de artefactos de movimiento mostrados en un segmento del
estimulo audiovisual de estrés del voluntario 2.

de la frecuencia.

5.2.5 Analisis del consumo de energia

La gestion del consumo de energia es un requisito en el disefio de un sistema
wearable. En Bindi, una mediciéon precisa del estado de carga de la bateria y de la
autonomia de los dos dispositivos wearables es esencial para garantizar que el sistema
funcione cuando sea necesario. Esta seccién proporciona un anélisis cuantitativo del
consumo de corriente para la Brazalete. Este analisis se realiza midiendo las acciones
que mas energia demandan a través de la parte de monitorizacion del dispositivo.
Asi, se mide por separado la corriente eléctrica consumida por la adquisicion de
datos a través de cada sensor fisiologico. Ademas, también se mide el consumo de
energia que se produce al hacer uso del zumbador en intensidades suaves, medias
y fuertes. Asi, se opté por medir el consumo de energia debido a la comunicacion
y adquisicién de datos de los sensores, que son esenciales para el sistema y estan
intrinsecamente relacionados con el diseno hardware especifico de los dispositivos.

Los resultados obtenidos en el andlisis del consumo de corriente para el Bindi
1.0 aparecen en la Figura 5-27. Los modos de vibracién son las acciones que mas
corriente consumen, donde cuanto mayor es la vibracién producida, mayor es la
corriente requerida, como era de esperar. Sin embargo, el impacto del zumbido

en la autonomia es reducido, ya que se activa durante poco tiempo en situaciones
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de riesgo, por lo que su activacion suele ser esporadica. Los sensores SKT y GSR
también producen un pequeno incremento desde el estado de reposo. Sin embargo, el
sensor PPG tiene un mayor impacto que los otros sensores. Asi, podemos concluir
que el cuello de botella actual del sistema, en términos de consumo de energia y
tiempo de funcionamiento, es el sensor PPG. A pesar de este hecho, el bajo consumo
de energia en el estado de reposo hace que la duraciéon de la bateria Brazalete sea
de aproximadamente 40 horas cuando se utiliza una bateria de 500 mAh. Tenga en

cuenta que estos calculos se basan en situaciones sin alarma.
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Figure 5-27: Consumo medio de corriente en el Brazalete [11].

5.3 Conclusién

En este capitulo se han expuesto las principales aportaciones de esta investigacion
en relacion con el disenio de sistemas vestibles orientados a la adquisicién y monitor-
izacion fisiologica continua. Ha quedado claro que el disefio de sistemas wearables
para la monitorizacién continua de sefiales fisiologicas y el diseno e integraciéon em-
bebida de procesos relacionados con la computacion afectiva es una tarea desafiante
que requiere un cuidadoso equilibrio entre los recursos embebidos, el consumo de
energia y el tiempo de respuesta del sistema. Ademaés, presentamos diferentes tra-
bajos que contribuyen a la implementacion embebida de procesos relacionados con el
aprendizaje automatico en el borde, es decir, en nuestra umbrionada. Cabe destacar
que la cadena completa de procesamiento de datos para todos los sensores, desde la
adquisicion hasta la clasificacion, esta siendo mejorada y ampliada para considerar

y dimensionar el impacto embebido, asi como sus limitaciones.
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En la secciéon 5.1 se han aportado los antecedentes técnicos necesarios para con-
textualizar los diferentes aspectos destacados que puede ofrecer la tecnologia de
Bindi. La figura 5-28 presenta un resumen compacto sobre las ventajas competiti-
vas de Bindi respecto a sus principales y mas directos competidores. Asi, podemos
concluir que las soluciones tecnoldgicas disponibles revisadas para combatir la vio-
lencia de género, las orientadas a un caso de uso general, o incluso las soluciones
con objetivos diferentes pero tecnolégicamente comparables a Bindi, no ofrecen las
mismas funcionalidades ni se aprovechan de la tecnologia de vanguardia. El Bindi
tiene un gran potencial para ser una herramienta tecnologica efectiva para prevenir
y combatir la Violencia de Género.

A lo largo de la Seccion 5.2, se han diseccionado cuidadosamente las arquitecturas
de hardware y firmware Brazalete para mostrar en detalle cada uno de los bloques
de procesamiento digital, tanto los que estan completamente cerrados a nivel de
implementacién e integracién como los que atin estan en fase de diseno y desarrollo.
Dentro de este contexto y centrandonos en el aspecto wearable, en esta seccion se
ha presentado un sistema PPG SQA capaz de identificar segmentos de informacion

fisiolégica de baja calidad, sin embargo, no se ha presentado ningin trabajo rela-
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cionado con la correccién de artefactos de movimiento o la eliminacién de dichos
segmentos. Al buscar este tipo de sistemas en la comunidad cientifica e indepen-
dientemente de la proliferacién de sistemas PPG SQA [241], existen multitud de
sistemas de eliminacién de artefactos de movimiento (MAR) propuestos en la lit-
eratura. Este hecho se basa en el anhelo de recuperar la sefial PPG completa, sin
tener en cuenta el tipo y la cantidad de ruido presente. Incluso se han creado difer-
entes iniciativas y retos a lo largo de la ultima década para fomentar el desarrollo
de nuevos algoritmos y métodos de MAR. Por ejemplo, la Copa IEEE de Proce-
samiento de Senales de 2015 se bas6 en un conjunto de datos de PPG capturados
en laboratorio utilizando una cinta de correr para generar diferentes tipos de arte-
factos de movimiento y pretendia ofrecer un marco general para tratar el MAR en
la monitorizacién de la frecuencia cardiaca [269]. Sobre esta base, existen dos per-
spectivas diferentes. Por un lado, al centrarse en casos de uso offline, la aplicacion
de las técnicas MAR puede ser factible al considerar una gran cantidad de recursos
informaticos disponibles. Sin embargo, estos algoritmos consideran la totalidad de
la senal para sus lineas de procesamiento, y en algunos casos la reconstruccion o ex-
tracciéon de una medida valida a partir de una senal ruidosa no es posible. Por otro
lado, las aplicaciones para llevar puestas que tienen como objetivo la monitorizacion
continua de la PPG estan sujetas al requisito de utilizar pocos recursos y consumir
poca energia. Esto deja un fino vacio para implementar algunos de los mejores y
mas pesados algoritmos computacionales de SAM, como el andlisis de componentes
independientes, la descomposicion de modo empirico y los métodos basados en el
aprendizaje profundo [270]. Por lo tanto, la evaluacién de la calidad de la senal
a través de metodologias SQA antes de la aplicacién de cualquier algoritmo MAR
es esencial cuando se pretende la monitorizaciéon continua de PPG y otras senales
relacionadas con el corazéon [271]. A pesar de este ultimo hecho, en nuestro grupo
de investigacion se ha iniciado una investigacion relacionada con la propuesta de
nuevas técnicas de MAR embebidas [230], con la intencion de contribuir a este tema
de investigaciéon en particular.

En cuanto a los procesos detallados de extraccién de caracteristicas, hay que tener
en cuenta ciertas limitaciones del sistema propuesto.En primer lugar, se pueden

aplicar diferentes técnicas de procesamiento de senales. Por ejemplo, para tratar los
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datos de VFC con espacios irregulares, se podria aplicar el método de periodograma
de Lomb-Scargle en lugar de la FFT. En segundo lugar, el consumo de energia
especifico de cada una de las técnicas de extraccién de caracteristicas debe analizarse
adecuadamente para identificar posibles cuellos de botella en la arquitectura de
procesamiento de sefiales digitales. Esto tltimo se esta realizando actualmente y se

estan preparando méas publicaciones.
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Capitulo

Un nuevo conjunto de datos para el

reconocimiento de emociones: WEMAC

En el capitulo 4 presentamos el trabajo realizado para el disenio de un sistema de
deteccion de miedo utilizando bases de datos ptublicas. Durante el desarrollo de estos
sistemas se identificaron diferentes limitaciones y se confirmé que, para llegar a un
sistema 6ptimo de reconocimiento del miedo, se necesita una nueva base de datos
centrada en la deteccion del miedo. Dicha base de datos deberia incluir factores
clave ya destacados en los capitulos anteriores, como:

« El uso de la tecnologia de inmersiéon emocional.

« La modificacién de la metodologia de etiquetado para considerar la perspectiva
de género.

o Una distribuciéon de estimulos adecuadamente equilibrada con respecto a las
emociones objetivo.

o Un mayor nimero de participantes.

» La integracion de un proceso de recuperacion basado en las senales fisiologicas
de los voluntarias para cuantificar y aislar la activaciéon emocional entre los
estimulos.

Ademas, atendiendo a uno de los principales objetivos de esta investigacion, como
es la generaciéon de nuevos mecanismos de prevenciéon y lucha contra la Violencia
de Género, esta base de datos debe ser concebida teniendo en cuenta las partic-
ularidades necesarias relacionadas con este perfil especifico para llevar a cabo un

disefio metodolégico adecuado. En este contexto, este Capitulo presenta la base de
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datos UC3M4Safety, cuyo objetivo final es el desentranamiento de los mecanismos

de activacién de las Victimas de Violencia de Género en situaciones de violencia.

Este objetivo se pretende alcanzar mediante la generacion y realizacion de diferentes

experimentos:

o Experimento de preetiquetado. Esto generd los dos primeros conjuntos de

datos, que estan publicados en [272] y [273]. El objetivo era estudiar y vali-
dar la eficacia de un conjunto de estimulos audiovisuales a la hora de generar
emociones discretas, concretas y Unicas. Este experimento se centr6 en encon-
trar estimulos que fueran capaces de provocar la misma reacciéon emocional al
mayor numero de personas posible. Ademas, este estudio permitié analizar los
métodos de clasificacion de estos estados emocionales, la comprension de los
aspectos criticos por parte de los participantes y la influencia del género en la
deteccién del miedo [82].

Experimentos de laboratorio con victimas de la violencia no de género. Estos
experimentos generaron cuatro conjuntos de datos. El primero se denomina
'Conjunto de datos de computacion afectiva multimodal sobre mujeres y emo-
ciones" (WEMAC). Consisten en experimentos realizados en un entorno de
laboratorio s6lo con mujeres voluntarias que nunca han sufrido violencia de
género. En concreto, se utiliza un conjunto reducido de estimulos, extraidos
de los primeros conjuntos de datos, junto con la adquisicién de informacién
fisiolégica y fisica (voz y audio). Aparte del indudable valor, para el area de
la informatica afectiva, de generar un conjunto de datos con reacciones emo-
cionales en las mujeres mientras se registran sus variables fisiologicas y fisicas,
el desentranamiento de las emociones de miedo mediante el seguimiento de
las reacciones fisioldgicas y fisicas de las mujeres que no son Victimas de Vi-
olencia de Género es también necesario para comprender estas variaciones y
patrones bajo perfiles poblacionales no especificos. Esta investigacion aborda
estos conjuntos de datos centrandose en los datos fisiologicos y multimodales.
Experimentos de laboratorio con victimas de la violencia de género. En el
momento de redactar este informe de doctorado, estos experimentos atun es-
tan en desarrollo. Generaran cuatro conjuntos de datos adicionales. Se basan

en la misma metodologia experimental seguida con las victimas de la vio-
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lencia no de género. Cabe destacar que se ha prestado especial atencion a
evitar la revictimizacion de las Victimas de Violencia de Género, incluyendo el
seguimiento psicoldgico y el trabajo en su recuperacién emocional de la violen-
cia. En estos experimentos, el objetivo es comparar las respuestas fisiologicas
y multimodales con los experimentos anteriores con Victimas de Violencia no
de Género.

e Los experimentos Into-the-Wild con ambos perfiles, Victimas de Violencia de
Género y Victimas de Violencia No de Género. Hasta la fecha, estos experi-
mentos estan en desarrollo. Generaran al menos diez conjuntos de datos mas.
Estos experimentos estan pensados para ser realizados durante la vida cotid-
iana de algunos de los voluntarias que participaron en los experimentos de
laboratorio. El objetivo es obtener un comportamiento fisiolégico y multi-
modal real para seguir estudiando y caracterizando las emociones etiquetadas
a lo largo de los diferentes dias.

En cuanto a la estructura de este capitulo, comenzamos por ofrecer una explicacién
exhaustiva de la metodologia y el desarrollo seguidos durante la generacién de los ex-
perimentos de laboratorio para las Victimas de la violencia no sexista. Al igual que
en el Capitulo 4, también se presenta el anélisis de la distribucion del etiquetado au-
todeclarado para este conjunto de datos. A este andlisis le sigue una exploraciéon de
la respuesta fisioloégica para dar una vision adecuada de los patrones fisiologicos, las
recuperaciones y otras particularidades observadas durante los experimentos. Esta
exploracion concluye con la presentacion de los primeros resultados de deteccion del
miedo basados en dicha informacién. Las métricas obtenidas se utilizan y se fusio-
nan con los resultados del habla, lo que proporciona una perspectiva multimodal del
problema. Esto ultimo se ha realizado en un trabajo de investigacién multidisciplinar
con los miembros de la UC3M4Safety expertos en Teoria de la Senal y Comunica-
ciones. Cabe destacar que estos son los primeros resultados de reconocimiento de
miedo utilizando informaciéon multimodal recogida en nuestra base de datos y que

ya han sido presentados en [11].
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Capitulo 6. Un nuevo conjunto de datos para el reconocimiento de emociones:
WEMAC

6.1 Meétodos, herramientas y estimulos

Como ya se ha mencionado, este capitulo utiliza la informacion recogida en el
conjunto de datos WEMAC. El conjunto de datos contiene un total de 104 mujeres
voluntarias que fueron expuestas a 14 estimulos audiovisuales validados relacionados
con la emociéon. Este conjunto de datos estd destinado a estar disponible publica-
mente a través de diferentes versiones. En particular, esta investigacion utiliza los
datos contenidos en la primera version, que representan un total de 47 de las 104
voluntarias. Se realizO un ntmero total de 123 experimentos, de los cuales 104
grabaciones se consideraron vélidas (sin mal funcionamiento de los sensores). Todos
ellos se realizaron entre octubre de 2020 y julio de 2021.

En cuanto a la metodologia disenada para la experimentacion, en la Figura 6-1
se muestra un esquema simplificado para cada voluntario y estimulo expuesto. El
Comité de Etica de la Universidad Carlos III de Madrid aprobé este protocolo en
cuanto a los aspectos éticos y de proteccion de datos. Antes del experimento, a los
voluntarias reclutados se les explican los diferentes pasos a seguir y se les entrega una
serie de documentos, como un consentimiento informado, el tratamiento de los datos
personales y un cuestionario general. Como se especifica en la seccién 2.3.3, este
cuestionario puede proporcionar informacién adicional relacionada con la cognicion,
la valoracion, la atencion, los rasgos de personalidad, el género y la edad. Los datos
recogidos fueron: grupo de edad, actividad fisica reciente o medicacién que puede
alterar la respuesta fisiolégica del participante, cargas emocionales autoidentificadas
debido a la situacion laboral, econémica y personal, y sesgo del estado de animo
(miedos, fobias, experiencias traumaticas). Nétese que el andlisis multivariante de
estos factores esta fuera del alcance de esta investigacion.

Tras la lectura de la documentacion, se realiza la puesta a punto del equipo, que
consiste en:

o Oculus® Rift-S Headset! utilizado para maximizar la experiencia inmersiva
y, en consecuencia, obtener una mejor elicitaciéon de emociones. Esta es la
plataforma a través de la cual se muestran los diferentes estimulos a los vol-
untarias tanto en formato 2D como 3D.

e Se empled un sistema de mediciéon estandar para adquirir diferentes senales

Thttps://www.oculus.com/rift-s/
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Figure 6-1: Metodologia experimental seguida durante la elaboraciéon del conjunto
de datos WEMAC. Antes y durante la experimentacion.

fisiol6gicas. En concreto, éstas fueron: PPG de dedo, GSR de mufeca ven-
tral, SK'T de antebrazo, electromiografia trapezoidal, respiracién toracica y
movimiento inercial de la muneca mediante un acelerémetro. Proporciona
una medida de oro que se puede comparar con el resto de los sensores, como
la pulsera de Bindi. De hecho, las seniales PPG y GSR obtenidas de BioSig-
nalPlux y Bindi han sido comparadas previamente y correlacionadas con éxito
en las publicaciones [159] y [234].

e Bindi con PPG de muiieca dorsal, GSR de mufieca ventral y SK'T. La arquitec-
tura de hardware y software y el disefio detallado de este elemento se detallan
en el capitulo 5.

» Un sensor GSR adicional que se integrara en la siguiente iteracion del brazalete
(Bindi 2.0). El diseno del hardware y el software de este nuevo sensor estan
fuera del alcance de este documento, aunque esta en marcha una publicacién
[235].

La sincronizacién de todos los diferentes sensores de adquisicién junto con las etapas
del experimento se lleva a cabo mediante un ordenador portatil que ejecuta un
programa basado en el framework Unity®. Este trabajo fue realizado por el equipo
UC3M4Safety. Hay que tener en cuenta que todos los dispositivos que detectan
informacion fisiologica funcionaban a una frecuencia de muestreo de 200 Hz.
Finalmente, el Gltimo paso en la preparacion del experimento es una demostracion

de etiquetado de autoevaluacion, en la que los voluntarias se acostumbran al entorno
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de realidad virtual y conocen mejor las diferentes categorias y particularidades del
etiquetado. Los elementos recopilados durante el proceso de autoetiquetado son,
por orden de apariciéon

o Muestra de audio grabada a través del micréfono de los auriculares Oculus,
justo después de la visualizacion del videoclip relacionado con la emociéon. Se
pide a los voluntarias que revivan las emociones sentidas durante la visual-
izacion del estimulo relacionado con la emocién. Para esta investigacion, se
supone que la correspondencia es suficientemente sélida entre ambos instantes.
Notese que, aunque esta ultima suposicion puede considerarse como una sim-
plificaciéon que se aplica para una primera manipulacion de datos, necesitara
una mayor validacién en futuros trabajos.

o Maniquies modificados SAM para el mapeo de las dimensiones afectivas PAD,
como se detalla en la seccion 2.4 del capitulo 2.

o Nivel de familiaridad con respecto a la emocion sentida y a la situacion mostrada
en el video-clip. Ambas se preguntaron utilizando una escala Likert de 9 pun-
tos, al igual que en el caso de los SAMs.

« Gusto por el video con tres posibilidades: si, neutro, no.

e Seleccién de una emocion discreta de un total de doce. Se obtuvieron a partir
del estudio de preetiquetado realizado por el equipo UC3M4Safety, que utilizd
los dos primeros conjuntos de datos y fue publicado y detallado en [82], [274]
y [275].

Durante el experimento, como ya se ha detallado, cada voluntario visualizdé un
total de 14 estimulos audiovisuales en 2D o 360°. Estos estimulos se obtuvieron
considerando 28 estimulos audiovisuales de un pool de estimulos mayor que contiene
un total de 42 estimulos validados por méas de 1332 personas (811 mujeres, 521
hombres) durante el primer experimento detallado de la base de datos UC3M4Safety
[57,82]. Obsérvese que estos estimulos audiovisuales de 28 se seleccionaron basandose
en tres premisas principales: el mayor acuerdo de etiquetado emocional discreto
observado en las mujeres durante el experimento de preetiquetado, el objetivo de
una duracion adecuada del experimento de laboratorio y una distribucion equilibrada
de miedo frente a no-miedo considerando un modelo PA como el realizado para la

seleccion de estimulos de la base de datos MAHNOB explicado en la seccién 4.2.1
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del capitulo 4. Asi, se pueden aplicar dos lotes diferentes, con 14 estimulos por lote.
Esta cantidad de estimulos audiovisuales, junto con la lectura de la documentacion,
la configuracion del equipo y la demostracién de autoevaluacion, solia llevar de 1 a
1,5 horas por voluntario, mientras que el procesamiento de los datos implica de 3 a

8 horas. La tabla 6.1 informa de la estructura ordenada de estos lotes.

Estimulo Emocién Cuadrante (PA) Longitud Formato Lote

1 Joy 1 1°26” 2D 1
2 Fear 2 120" 3D 1
3 Sadness 3 1’59" 2D 1
4 Anger 2 1’03" 3D 1
5 Fear 2 1’35" 2D 1
6 Calm 4 1’ 3D 1
7 Anger 2 Iy 2D 1
8 Fear 2 23" 2D 1
9 Disgust 3 40" 2D 1
10 Fear 2 2’ 3D 1
11 Joy 1 17417 2D 1
12 Fear 2 120" 2D 1
13 Gratitude 4 140" 2D 1
14 Fear 2 127" 2D 1
15 Fear 2 1’52" 2D 2
16 Joy 1 17287 2D 2
17 Fear 2 467 2D 2
18 Sadness 3 45" 2D 2
19 Fear 2 1’33” 3D 2
20 Calm 4 1’ 2D 2
21 Anger 2 1’59” 2D 2
22 Fear 2 1'14" 2D 2
23 Disgust 3 1’36" 2D 2
24 Fear 2 2’ 3D 2
25 Surprise 1 1’417 2D 2
26 Fear 2 1°06" 2D 2
27 Gratitude 4 1’30" 2D 2
28 Fear 2 1’59” 3D 2

Table 6.1: Lista de los estimulos audiovisuales utilizados en el conjunto de datos
WEMAC.

Para el primer lote, la duracion de los estimulos esta en 1'32”+46”, mientras que
para el segundo lote la duracién estd en 1’46”+44”. Se puede observar que ambos
lotes tienen 8 estimulos que pertenecen al segundo cuadrante PA, lo que se hizo a
proposito para mantener un equilibrio adecuado entre las emociones parecidas al
miedo y las que no lo son. Notese que la premisa de equilibrio considera el modelo
PA; en lugar del PAD, para facilitar y simplificar dicha tarea. Debido a este hecho,
los estimulos preetiquetados como ira se consideraron también dentro del segundo
cuadrante, estando asi dentro de la clase positiva para el etiquetado de la verdad
bésica dimensional. Notese que todos los voluntarias del mismo lote los visualizaron

en el mismo orden.
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Antes de la presentacién de cada estimulo relacionado con la emocion, también se
utiliza un clip neutral especifico para facilitar la recuperacion emocional. Estos se
seleccionan aleatoriamente de un conjunto mayor proporcionado por el laboratorio
de psicofisiologia de Stanford [195]. Del mismo modo, pero al final de la autoevalu-
acion, se presentan también escenas de recuperacién de 360°. Estas son seleccionadas
por consenso unanime del equipo de investigacion. La principal diferencia entre los
clips neutros y los de recuperacién es que mientras los primeros son totalmente
pasivos, es decir, no hay un seguimiento de la recuperacion, los segundos imple-
mentan realmente un seguimiento fisiolégico. Esto permite la evaluacién en linea
de la estabilizacion de las tres variables medidas. Este proceso se realiza utilizando
las mediciones fisiolégicas adquiridas por la pulsera de Bindi. Especificamente para
estos primeros experimentos, implementamos un controlador de estabilizacion de la
recuperacion fisiologica en el SoC de la pulsera, que funcion6 en base a ventanas de
procesamiento de datos temporales segmentados. Dicho sistema realiza un proceso
de filtrado basico online de las senales, extrae las BPMs de la frecuencia cardiaca
calculada, y verifica la estabilizacion de las senales durante mas de cuatro ventanas
de procesamiento consecutivas. Una vez alcanzada la estabilizacién de al menos
dos de las tres variables, la pulsera notificé mediante BLE al ordenador central que
ejecutaba el marco de realidad virtual. Tenga en cuenta que la implementaciéon de
la recuperacion fisiolégica también fue seguido por una tesis de licenciatura bajo mi
supervisiéon [276]. Su objetivo era implementar nuevos mecanismos de recuperaciéon
hacia la mejora de la actual durante los experimentos. Las nuevas caracteristicas y
mejoras implementadas se aplicaron incluso a otros proyectos que se estan desarrol-

lando dentro del grupo de investigacion.

6.2 Exploracion de respuestas de etiquetado au-

todirigidas
Como se ha detallado en la secciéon anterior, la primera versiéon del conjunto de
datos WEMACcontiene datos de 47 voluntarias. En concreto, 32 y 15 voluntarias
visualizaron el primer y segundo lote, respectivamente. Debido a las diferentes
metodologias de etiquetado consideradas y basandose en los trabajos anteriores que

utilizan los datos publicos de referencia explicados en el capitulo 4, se ha empleado
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tanto el etiquetado discreto como el dimensional. Obsérvese que ambos son bina-
rizados para proporcionar un problema de clasificacién binaria similar al del miedo.
Asi, todas las etiquetas discretas que no fueron identificadas como miedo se codifican
como la clase negativa, mientras que las evaluadas como miedo se establecen como
la clase positiva. El mismo proceso se realiza para la metodologia de etiquetado
dimensional, pero siguiendo el método de binarizacion de miedo propuesto, véase la
seccion 2.3.4 del capitulo 2, tal y como se hace para las bases de datos publicas de
referencia, véase el capitulo 4.

Las figuras 6-2 y 6-3 muestran el equilibrio de clases discreto y dimensional bina-
rizado para las etiquetas autodeclaradas de los 47 voluntarias. Obsérvese que en
estas figuras también se representa el balance de clases de la verdad terrestre por
lote. En promedio, para la verdad bésica, ambos lotes poseen 53,57% y 46,43% de
clases negativas y positivas, respectivamente. El balance medio para las etiquetas de
autoevaluacién dimensional es de 55,80% y 44, 20%, mientras que para las etiquetas
de autoevaluacién discreta es de 60,47% y 39,53% para las clases negativas y posi-
tivas, respectivamente. Sin embargo, la principal diferencia se obtiene al comparar
la desviacion estandar, que asciende a 15,22% para las etiquetas dimensionales y a
7,84% para las etiquetas discretas. Aunque el balance de clase promediado de los
autoinformes dimensionales esta mas cerca del balance de clase dorado, su desviacion
es dos veces mayor que el balance de clase promediado de los autoinformes discretos,
lo que esta directamente relacionado con la concordancia de etiquetado de los difer-
entes 47 voluntarias. En este contexto, también definimos un umbral de 25, 00% para
identificar a los voluntarias cuyo balance de clase se vio afectado por una desviacion
de 1,5 (igual o superior) al balance de clase dorado, que identificamos como valores
atipicos de etiquetado. Obsérvese que se trata de una simplificacién de primera
aproximacion, ya que podrian realizarse mas analisis de datos fisiologicos con dichos
valores atipicos para caracterizar adecuadamente sus reacciones emocionales. Por lo
tanto, los voluntarias que alcanzaron dicho umbral estan marcados entre paréntesis.
Para el etiquetado discreto se identificaron hasta cinco voluntarias (5, 6, 15, 33 y 40),
y para el etiquetado dimensional se identificaron hasta nueve voluntarias (3, 5, 6, 13,
20, 21, 22, 40, 42). Cabe destacar las diferencias de equilibrio de clases observadas

por voluntario al considerar ambas metodologias. Por ejemplo, el tercer voluntario
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Figure 6-2: Distribucion de clases para el mapeo de miedo binario sobre los autoin-

formes subjetivos discretos en WEMACpara todas las 47 voluntarias consideradas,
y la distribucion de clases original prevista en el experimento: G2 y G1 para el
segundo y primer lote, respectivamente.

muestra un equilibrio de 57/43% aproximadamente para el etiquetado discreto, y un
equilibrio de 85/25% para la evaluacién dimensional. Este hecho sugiere una difer-
ente comprension y entendimiento de cada una de estas metodologias de etiquetado,
lo que puede dar lugar a diferentes sistemas de aprendizaje automatico cuando se
utiliza una u otra. Esta es la razén principal que nos llevé a trabajar con ambos
enfoques.

Siguiendo el mismo analisis de esquemas para este conjunto de datos que el aplicado
a las bases de datos publicas de referencia en el capitulo 4, se han evaluado las cor-
relaciones interindividuales de las etiquetas para comprobar si todos los voluntarias
etiquetan cada estimulo relacionado con la emocién. En este caso, los resultados
obtenidos tras una prueba de Levene y una prueba de Kruskal-Wallis para el etique-
tado discreto binarizado proporcionaron resultados diferentes. La primera rechazé
la hipétesis nula de que las varianzas son iguales en todos los voluntarias (p<0,001),
mientras que la segunda no la rechazé (p>0,001). Por el contrario, los mismos
métodos rechazaron la hipdtesis nula para las etiquetas dimensionales binarizadas
(p<0,001). Esta diferencia es una consecuencia de la conclusion final extraida de las
figuras anteriores, ya que indica que, al menos para la metodologia de etiquetado

discreto, no hay pruebas suficientes para afirmar que las varianzas sean diferentes
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Figure 6-3: Distribuciéon de clases para el mapeo binario del miedo sobre los autoin-

formes subjetivos dimensionales en WEMACpara todas las 47 voluntarias consider-
adas, y la distribucion de clases original prevista en el experimento: G2 y G1 para
el segundo y primer lote, respectivamente.

entre los voluntarias. Por tanto, este hecho sugiere que cada una de las metodologias
esta caracterizando aspectos diferentes de las emociones, lo que esta en consonancia
con la informacién aportada en el Capitulo 2 al afirmar que existen ambos modelos
pero cada uno pretende explicar rasgos diferentes de las emociones [48]. Nétese que
el conjunto de etiquetas binarizadas presenta una distribuciéon no normal y que el
nivel de significacion se fijo en p<0,05.

Tras el analisis de la varianza, también se aplica la correlaciéon de Spearman para
este conjunto de datos. Sin embargo, debido a la diferencia observada anterior-
mente, se muestran las matrices no promediadas para demostrar graficamente el
efecto y la consecuencia interindividual real. En concreto, la Figura 6-4 presenta
la inter-correlacion a través de los 47 voluntarias para ambas metodologias. Estas
matrices proporcionan una informacion unitaria de los sujetos en relacién con las
diferencias de etiquetado. Al comparar las matrices de intercorrelaciéon, podemos
detectar algunas regiones comunes en ambas. Aunque se puede observar que la ma-
triz de intercorrelacion discreta posee un color gris més claro, lo que indica que las
correlaciones son ligeramente mas positivas, no hay una conclusién diferencial clara
analizando tinicamente estas matrices. Por lo tanto, los valores p correspondientes

a dichas matrices de correlacion se representan en la figura 6-5. En este caso, hay
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Figure 6-4: Intercorrelacién de Spearman uno a uno entre los sujetos de los 47
voluntarias para ambas metodologias de etiquetado: a) discreta, y b) dimensional

(PAD).

una clara distincién entre ambas metodologias. El etiquetado discreto muestra una
identificacién de color negro para la mayoria de los voluntarias, lo que indica un
valor p inferior a 0,1. Por el contrario, la autoevaluacion dimensional no informa de
este comportamiento. Este hecho apoya las conclusiones anteriores y sugiere que la
asociaciéon o concordancia entre las etiquetas binarias de miedo de los voluntarias
dentro del caso discreto es mas fuerte que con la metodologia dimensional. Por
favor, para contextualizar este analisis, ténganse en cuenta las siguientes dos consid-
eraciones: a) los voluntarias de ambos lotes fueron utilizados indistintamente, y b)
este andlisis sirve como estudio preliminar para evaluar la concordancia dentro de
la misma metodologia y las diferencias con respecto a ambas, sin embargo, se puede
continuar profundizando en las diferencias especificas de los voluntarias uno a uno

y/o incluso aplicando diferentes métodos estadisticos.
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Figure 6-5: Valores P obtenidos a partir de la intercorrelacién de sujetos de Spear-
man uno a uno a través de los 47 voluntarias para ambas metodologias de etiquetado:
a) discreto, y b) dimensional (PAD).

Con el fin de proporcionar una perspectiva individual promediada para el acuerdo,
se muestran las Figuras 6-6 y 6-7 promediadas. Los resultados obtenidos no rechazan
la hipétesis nula en promedio para cada uno de los 47 voluntarias, lo que indica
que no hay pruebas suficientemente solidas para sugerir que existe una asociacion
entre las etiquetas binarias de miedo de los voluntarias de forma inequivoca. Por
ejemplo, los valores p medios son de 0,15 y 0,31 para los casos discreto y dimensional,
respectivamente. Asi pues, aunque hay que senalar que se trata de un resultado
promediado, la conclusiéon extraida esta en consonancia con las anteriores. Obsérvese
que los voluntarias que muestran los valores p promediados mas altos son, en general,
los que poseian las incoherencias de etiquetado indicadas en las figuras 6-2 y 6-3.

El analisis realizado en esta seccion sugiere que la metodologia de etiquetado dis-
creto supera, en términos de acuerdo, a la evaluacion dimensional. Esta conclusion
no significa estrictamente que un sistema entrenado por separado con ambas eti-
quetas vaya a tener la misma diferencia de rendimiento, ya que las etiquetas au-
todeclaradas siempre se ven afectadas y sesgadas por procesos cognitivos, a difer-
encia de las respuestas fisiolégicas, tal y como se detalla en el Capitulo 2. Por lo
tanto, los diferentes resultados obtenidos en este estudio de equilibrio de estimulos y
consideracion de etiquetas deben contextualizarse también al evaluar los resultados
obtenidos para los sistemas de aprendizaje automatico basados también en ambas

metodologias de etiquetado.
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Figure 6-6: Valores p promediados para todos los voluntarias considerados y sus

etiquetas aplicando la correlacién de Spearman para sus etiquetas de mapeo binario
de miedo basadas en PAD.
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Figure 6-7: Valores p promediados para todos los voluntarias considerados y sus
etiquetas aplicando la correlacion de Spearman para sus etiquetas de mapeo binario
del miedo basado en la discrecién.

6.3 Exploracion de la respuesta fisiologica

En esta seccion, llevamos a cabo una exploracion de la respuesta fisiolégica para dar
una visiéon adecuada de los patrones fisioldgicos, las recuperaciones y otras particu-
laridades observadas durante los experimentos. Ademas, se concluye presentando los
primeros resultados de deteccién de miedo basados en dicha informacién utilizando
las etiquetas discretas y dimensionales autodeclaradas para los 47 voluntarias. Las
métricas obtenidas se utilizan y se fusionan con los resultados de audio en la siguiente
seccion.

Las senales utilizadas a lo largo de esta exploracion de la respuesta fueron debida-
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mente filtradas y denotadas. Las seniales BVP se sometieron a la misma estrategia
de filtrado descrita en la seccién 4.1.2; y también a un filtro IIR de paso bajo hacia
delante y hacia atras para tratar el residuo de la linea de base. Para las sefiales GSR
y SKT, se aplico un filtro FIR bésico con una frecuencia de corte de 2Hz. Después,
esta salida filtrada se muestre6 a 10 Hz y también se procesé con filtros de media
movil y mediana moévil. El primero utilizéo una ventana de 1 segundo y ayudé a re-
ducir el alto ruido residual después del FIR inicial, mientras que el segundo empled
una ventana de 0,5 segundos y se ocupd de los transitorios rapidos.

Todos los analisis y resultados fisiolégicos presentados en esta seccion se realizan
utilizando las senales adquiridas por el sistema de herramientas de investigacion
BioSignalPlux@Esta decision se considera para obtener resultados comparables para
los diferentes sistemas de anélisis fisiologico y de aprendizaje automatico propuestos
con respecto a la literatura. Este hecho es fundamental para poder replicar pos-
teriormente el mismo analisis para los otros sistemas de sensores empleados en los
experimentos y evaluar las diferencias. Aunque esta ultima tarea no estd dentro del
alcance de este trabajo de investigacion, la verificacion y validacion de la adquisi-
cién de senales fisiologicas con Bindi y el sistema de herramientas de investigacion

BioSignalPlux® ya ha sido realizada y publicada en [159,234].

6.3.1 Patrones fisiol6gicos y recuperaciones

El trabajo presentado en los capitulos 4 y 6, que trata de todas las etapas del
procesamiento digital de la senal, como el filtrado y la extraccion de caracteristicas,
nos permitioé proporcionar un analisis méas profundo de la respuesta fisioldgica dentro
de nuestro propio conjunto de datos (WEMAC). La exploracion fisiologica es una
tarea dificil cuando se considera este tipo de experimentos. Este hecho se ve afec-
tado principalmente por la complejidad de las emociones y por las incertidumbres
o variaciones fisiologicas intrinsecas debidas a las diferencias intra e inter individ-
uales. Asi, en aras de la simplicidad, en esta seccion realizamos una exploracion
fisiologica preliminar considerando algunas de las sefiales revisadas y un conjunto
reducido de caracteristicas. En concreto, para el andlisis del patrén fisiologico, uti-
lizamos la senal GSR extraida durante la visualizacion de los estimulos relacionados
con la emociéon para determinar el grado de similitud considerando las sefiales entre

el mismo y otros voluntarias. En cuanto al andlisis de la recuperacion fisioldgica,
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se utilizaron caracteristicas especificas extraidas de las senales GSR y BVP para
proporcionar una comparacion detallada entre las etapas de recuperacion y de visu-
alizacion de los estimulos relacionados con la emocion. Estos andlisis proporcionaron
informacion 1til sobre las respuestas fisiologicas esperadas y reales de los voluntarias.
Ademas, también pueden ampliarse estudiando el conjunto completo de senales y

caracteristicas fisiologicas.

6.3.1.1 Analisis de patrones

Para la exploracion del patron fisioldgico, como ya se ha comentado, se analizd el
comportamiento de la senal GSR. La seleccion de esta senal fisiologica se basé en la
relacién directa que tiene con las respuestas emocionales, tal y como se ha revisado
y estudiado previamente en los capitulos 2 y 4.

En este estudio, la exploracién de patrones se realizé para todos los 47 voluntarias
utilizando una técnica comun de analisis de patrones de series temporales llamada
Dynamic-Time-Warping (DTW) [194,277-279]. Esta técnica permite cuantificar la
similitud entre dos series temporales con caracteristicas equivalentes aunque tengan
velocidades o trayectorias de espacio de fase diferentes. Por ejemplo, las senales GSR
entre los diferentes voluntarias muestran este comportamiento. La figura 6-8 muestra
las senales GSR de los voluntarias 4, 15 y 27, extraidas durante la visualizacién de
uno de los estimulos de miedo. Se pueden observar diferentes localizaciones de los
picos fésicos, algunos dentro del mismo intervalo temporal para los tres voluntarias
y otros en instantes totalmente diferentes. Obsérvese que el comportamiento y la
dindmica de la sefial dependen principalmente del tipo de estimulos relacionados
con la emocién y del voluntario (factores intraindividuales como se detalla en el
capitulo 2). Cada una de estas sefiales, que se adquieren a intervalos regulares,

puede definirse como

SZJ = (87;]7 8;7]'? Sé,j7 ct S%)? (6'1)

donde 7 y j son el voluntario y el estimulo, respectivamente; y sfc’j ,con k C [1,N],
son las diferentes muestras adquiridas para toda la duracién del estimulo relacionado
con la emocién. Asi, DTW encuentra la medida de distancia 6ptima entre senales,
siguiendo algunas reglas de restriccion, destacando las similitudes entre las senales
y proporcionando una medida de su similitud independientemente de las variaciones

no lineales. En concreto, se utiliza una funcion de coste para evaluar la disimilitud
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entre todas las muestras de las dos series temporales que se comparan. En nuestro

caso, la funcién de coste viene dada por la distancia euclidiana siguiente

K

Qo (577, 872) = | 37 (sl — skP) + (sl — k), (6.2)

m,n=1

donde m y n son las muestras especificas de cada serie temporal. Obsérvese que
j v q pueden ser el mismo o diferentes estimulos. Los resultados obtenidos con
esta operacion se ordenan en una matriz de costes, que se utiliza para encontrar la
trayectoria 6ptima o warping. Una vez encontrado dicho camino, el resultado final
es el coste total o distancia, que esta directamente relacionado con la similitud entre

ambas secuencias, dada por

Aonin (S, 97P) = 3" dpn(S™, STP). (6.3)
mneK
4 .
Volunteer 4
= = \/olunteer 15
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Figure 6-8: Sefniales GSR extraidas de la visualizacién completa del sexto estimulo
de la primera tanda (tltimo estimulo) de los voluntarias 4, 15 y 27.

Por lo tanto, en el caso de las senales GSR representadas para los tres voluntarias
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en este ejemplo, las distancias obtenidas son:

Apmin(S*0, S170) = 585.23
Apmin(S*0, S270) = 549.13 (6.4)

Apin (5279, S156) = 172,87,

que indica que los voluntarias 15 y 27 poseen mayores similitudes que las otras
dos combinaciones de voluntarias. Asi, para este ejemplo, 2 de los 3 voluntarias
examinados presentan un patrén fisiolégico, un comportamiento o una dindmica
similares con respecto a este estimulo especifico.

Dentro de este contexto de analisis de patrones, se abordaron tres casos de uso
diferentes de agrupacion de patrones basados en la separacién o combinacién de los
diferentes lotes. Para todos los casos de uso, los diferentes segmentos analizados
GSR se normalizaron (puntuacién Z) y se compararon entre si. Nétese que en este
caso, cada segmento se refiere a la senal GSR extraida para cada estimulo completo
relacionado con la emociéon. Antes de estudiar el analisis del patrén individual de
segmento a segmento, generamos visualizaciones de matrices promediadas y graficos
de DTW agregados, como se muestra en las Figuras 6-9 y 6-10, respectivamente.
El primero da una idea de la similitud de patrones promediada para todos los vol-
untarias y todo el experimento, es decir, la distancia total para cada voluntario
se calcula promediando el conjunto de distancias obtenidas para cada comparacion
que consider6 todo el experimento. Se puede observar como los puntos negros de
la matriz son los que presentan mayor similitud (por ejemplo, la diagonal). Esta
matriz puede servir como herramienta para evaluar una primera perspectiva grafica
respecto a la agrupacion de patrones. En este caso, la Figura 6-10 representa los
valores promediados de la matriz para los 32 voluntarias del primer lote y los 6 esti-
mulos de miedo. Aunque se pueden ver algunos puntos oscuros dentro de la matriz
(por ejemplo, los voluntarias 8-1, 15-2, 31-16, etc.), no podemos concluir que exista
una formacion de agrupacion de patrones. En caso de agregar todas las distancias
entre voluntarias dentro de la matriz y obtener la media y la desviacién estandar
(omitimos la parte diagonal), se puede informar de la figura 6-10. De este modo se
obtiene una perspectiva macro del comportamiento de cada voluntario en compara-

cién con los demas. Asi, podemos concluir que, en promedio, no hay voluntarias
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Figure 6-9: Matriz de distancia DTW promediada para los 32 voluntarias que vi-

sualizan los 6 estimulos de miedo del primer lote de estimulos relacionados con la
emocion.

extremadamente desviados. Sin embargo, tampoco podemos afirmar la existencia de
formaciones de patrones. Obsérvese que, en aras de la simplicidad, s6lo se muestran
esta matriz y el grafico, pero el resto de los casos de uso también se analizaron y
llevaron a la misma conclusion.

Después de realizar el andlisis anterior y con el fin de cuantificar la agrupacién
de segmentos, se realizaron estudios de agrupacién de segmentos independientes y
dependientes del sujeto. En primer lugar, se extrajeron las similitudes (distancias)
de cada segmento GSR con respecto al resto de segmentos de los mismos y diferentes
voluntarias. En segundo lugar, considerando el conjunto de distancias reunidas, se
encontré el minimo. Por tltimo, se asigné al segmento actual que se estaba proce-
sando la misma etiqueta que la de dicho minimo. Obsérvese que para este analisis
se consideraron las etiquetas binarizadas de verdad basica como las esperadas (no
autodeclaradas). Este hecho se basé en la evaluacion de la viabilidad de encontrar
agrupaciones de patrones fisiolégicos sin ninguna informacién de sesgo cognitivo es-
pecifica del sujeto. La tabla 6.2 informa de los resultados tras realizar los estudios de
clustering para los diferentes casos de uso. Se puede observar que los resultados mas
altos para las tres métricas comparadas se obtienen siempre cuando se considera el
enfoque de clustering independiente del sujeto. Notese que este hecho también puede
verse afectado por el tamano del conjunto de datos, ya que la cantidad de datos para
la agrupacion dependiente del sujeto es considerablemente menor que para la inde-

pendiente del sujeto. En general, hay mas segmentos fisiologicos similares dentro de
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Figure 6-10: Resultados agregados obtenidos a partir de la matriz de distancia DTW

promediada para los 32 voluntarias de la Figura 6-9.

los estimulos sin miedo (especificidad). De hecho, la agrupacion de los segmentos de
los estimulos de miedo no supera el umbral de deteccién del 50,00% (sensibilidad).
La mayor diferencia entre ambos lotes se registra para el agrupamiento independi-
ente del sujeto, con una sensibilidad de hasta el 47,92% y el 29,50% para el primer y
el segundo lote, respectivamente. Una vez mas, este hecho puede indicar una clara
diferencia de respuesta fisiologica con respecto al efecto de los estimulos de miedo,
sin embargo, es necesario contextualizarlo a la menor cantidad de voluntarias que
se evalian para el segundo lote. Por tltimo, la mayor sensibilidad se consigue al
considerar ambos lotes conjuntamente, aunque a costa de obtener la menor especi-
ficidad para la agrupacién independiente del sujeto. A pesar de este tltimo hecho,
la Gmean para dicho caso de uso es una de las mds altas con hasta un 53,45%. Por
lo tanto, tras este estudio podemos concluir diferentes aspectos clave relativos a las
respuestas fisioldgicas debidas a los estimulos relacionados con el miedo y sin miedo,
asi como a la agrupacion fisiolégica global:

o El andlisis de las similitudes de las seniales GSR entre los distintos voluntarias
no consigue distinguir adecuadamente entre los estimulos relacionados con el
miedo y los que no lo estan. Obsérvese que este andlisis puede ampliarse para
explorar otras senales, asi como diferentes técnicas de exploracion de patrones.

» La agrupaciéon de estimulos no relacionados con el miedo estd mejor caracteri-

zada o identificada. Este hecho se da independientemente del lote considerado.
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o La sensibilidad observada al considerar ambos lotes juntos es la mas alta. Esto
implica que existen estimulos relacionados con el miedo que evocan respuestas
fisiologicas similares independientemente del lote y de su contenido audiovi-
sual especifico. Por lo tanto, en esta investigacion aplicamos una perspectiva
agnostica de los lotes al considerar que ambos lotes pueden ser utilizados con-
juntamente para seguir disenando un sistema de aprendizaje automatico de
deteccion de miedo mas eficiente.

« Las métricas de bajo rendimiento para los diferentes casos de uso del clustering
indican que esta informacion no es suficiente para desentranar y distinguir los
mecanismos de activacion fisiologica relacionados con el miedo. Por lo tanto,

se podrian explotar més sefiales y/o caracteristicas para lograr dicho objetivo.

Clustering Lote = Métricas de identificaciéon de segmentos
Tipo Nimero SPE SEN Gmean
1 54.29%  43.23% 48.45%
Sujeto-dependiente
2 48.57%  48.57% 48.57%
1 61.33%  47.92% 54.16%
Sujecto-independiente 2 64.76%  29.50% 43.70%
1&2 57.34%  49.83% 53.45%

Table 6.2: Estudio de agrupacion de un solo segmento para los sujetos dependientes
e independientes. SPE: especificidad, SEN: sensibilidad, Gmean: media geométrica.

6.3.1.2 Analisis de recuperacion

Para el andlisis de la recuperacién fisiologica, tal y como se ha explicado anteri-
ormente en la seccion 6.1, se realizo una evaluacion de estabilizacion online de las
tres senales fisiolégicas diferentes que se adquirian con la pulsera de Bindi durante
los experimentos. Este proceso online operaba cada diez segundos realizando un
filtrado basico online, extrayendo los BPMs de la senial BVP, y finalmente evalu-
ando la estabilizacién de los BPMs, GSR, y SKTs para méas de cuatro ventanas
de procesamiento consecutivas. Este ultimo proceso se realiz6 mediante el ajuste
del umbral duro siguiendo un intervalo de confianza del 90% respecto al nivel de
la primera ventana. Para analizar el efecto real de estas fases de recuperacién, se

realizé un estudio fisiolégico posterior. En concreto, se utilizaron las caracteristicas
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extraidas de las sefniales GSR y BVP para proporcionar una comparacion detallada
entre las etapas de recuperacion y de visualizacion de los estimulos. Por un lado, se
compara el nimero de ERSCR o picos fasicos, la amplitud y el tiempo de subida.
Por otro lado, se elaboran diferentes Poincaré-plots para valorar el estado simpatico
dentro de la etapa de recuperacién [280]. Notese que este andlisis de recuperaciéon
se realiza considerando ambos banos.

La figura 6-11 muestra los resultados promediados de los picos detectados durante
el experimento. Se hace una distinciéon dividiendo las respuestas fisioldgicas rela-
cionadas con el miedo y las no relacionadas con el miedo, que también se aplica
para sus respectivas etapas de recuperacién. Este proceso se realizé considerando
toda la senal fisiologica adquirida para los diferentes estimulos y etapas de recu-
peracion, es decir, no se aplicé ninguna segmentacion. Esta tltima consideracién se
adopta porque el objetivo principal de este andlisis es evaluar las respuestas fisiolog-
icas. Por lo tanto, no es necesario aplicar restricciones reales como la segmentacion
de los datos. Nétese también que, para este analisis, se utilizé el algoritmo cvxEDA,
que se detalla en la seccién 2.5.2. Como se esperaba, los picos detectados para todos
los estimulos de miedo superan a los detectados para las etapas de no-miedo y de
recuperacion. En concreto, durante la visualizacién de los estimulos de miedo se
detect6 una media de 2,30 picos por estimulo con una desviacion estandar de 0,81,
mientras que los estimulos de no-miedo produjeron 1,11 picos con una desviacion
estandar de 0,52. Uno de los aspectos clave de estos resultados es que las etapas
de recuperaciéon estan por debajo de dichas métricas para ambos tipos de estimu-
los. Esto se obtiene tanto para los valores promediados como para la desviacion
estandar: la recuperacién del miedo presenta una media de picos de 0,99 (0,37),
y la recuperacion del no-miedo llega a 1,03 (0,48). Para apoyar los resultados de
la deteccion de picos, su amplitud y tiempo de recuperacion también se extraen y
se representan en las figuras 6-12 y 6-13. Obsérvese que la amplitud indicada se
obtiene como la amplitud relativa desde el inicio del pico detectado, asi como para
el tiempo de recuperacion, véase la Figura 2-14. En general, se observa el mismo
comportamiento para estas métricas. Sin embargo, la media y la desviacion estandar
de la amplitud relativa para la recuperacion sin miedo superan las métricas de los

estimulos sin miedo. En concreto, los estimulos sin miedo alcanzan una amplitud
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Figure 6-11: Comparacién de resultados promediados obtenidos del proceso de ex-
traccion de picos GSR mediante el algoritmo cvxEDA para los voluntarias de 47 y
ambos lotes.

relativa media de 0,01uS con una desviacion estandar de 0,006uS, y la recuperacion
sin miedo proporciona una amplitud relativa media de 0,02uS con una desviacion
estandar de 0,01uS. Esta diferencia fisiolégica debe contextualizarse junto con el
tiempo de recuperacion de los picos extraidos, en el que observamos exactamente el
mismo comportamiento que para los picos detectados. Asi, observando este compor-
tamiento, podemos concluir que, en promedio, el nivel de excitacion es el esperado
para las etapas de recuperacion en comparacion con los estimulos de miedo y no
miedo juntos. Por lo tanto, la aplicacion del proceso de recuperacion activa imple-
mentado reduce el sesgo emocional entre los estimulos.

Para el andlisis del BVP, utilizamos una herramienta cominmente aplicada para
valorar la activacion simpatica, que se conoce como Poincaré-plot. Se trata de un
grafico de recurrencia en el que los IBIs consecutivos se trasladan a un diagrama
de dispersion bidimensional para obtener una imagen grafica del comportamiento
del HRV para un intervalo de tiempo determinado, Figura 6-14. A partir de este
grafico concreto se obtienen diferentes métricas geométricas. En general, las dos
mas importantes son la desviacion estandar a lo largo y perpendicular a la linea de
identidad, SD, y SD; respectivamente. Se ha demostrado que estos rasgos pueden
caracterizar la activacion simpatica y parasimpatica. Por ejemplo, el hecho de que

el cluster principal tenga una forma estrecha es una indicaciéon del dominio de los
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Figure 6-12: Comparacion de los resultados promediados obtenidos del proceso de
extraccion de amplitudes relativas GSR mediante el algoritmo cvxEDA para los 47
voluntarias y ambos lotes.
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Figure 6-13: Comparacion de los resultados promediados obtenidos del proceso de
extraccion del tiempo de recuperacion de picos GSR mediante el algoritmo cvxEDA
para los voluntarias 47 y ambos lotes.
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componentes no respiratorios que regulan la frecuencia cardiaca, lo que esta directa-
mente relacionado con la activacion simpatica. Por el contrario, cuanto mas amplio
sea el clister, mayor serd la dominancia de los componentes respiratorios, lo que
estd relacionado con el predominio del parasimpatico. Ademas, este tipo de grafico
permite estudiar la no linealidad de la informacion cardiaca, asi como ser insensible
a las tendencias de los IBI [281-283]. Obsérvese que la serie temporal del IBI se
explica y representa en la seccién 4.1.3.1 y en la ecuaciéon 4.6. El calculo de ambas
caracteristicas de desviacion estandar se ha realizado siguiendo una simplificacion
considerando [284-286]. Asi, estos se calculan como la desviacién estandar de la

serie temporal obtenida de la siguiente manera:

2

SDy(i)

IBlysy

IBI,
Figure 6-14: Ejemplificaciéon de un grafico de Poincaré recurrente y su métrica de
desviacion estandar a lo largo (SDy) y perpendicular (SD;) a la linea de identidad.

Para nuestro experimento, al igual que se hizo con la senal GSR, se considerd
toda la senal BVP para los diferentes estimulos y etapas de recuperacion, es decir,
no se aplicé ninguna segmentacion. La figura 6-17 muestra diferentes perspectivas
para los tres Poincaré-plots obtenidos: estimulos con y sin miedo, y etapas de re-
cuperacion. Obsérvese que todas las series temporales del IBI de los 47 voluntarias

estan contenidas en estos Poincaré-plots. A primera vista, podemos observar que
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los puntos de miedo tienden a estar ligeramente mas cerca de la esquina inferior
izquierda. Este hecho es una indicaciéon de una menor variabilidad de la frecuencia
cardiaca o de un mayor ritmo cardiaco. Ademads, los puntos de recuperaciéon son
los que presentan una mayor dispersién o una forma més amplia, lo que indica una

dominancia parasimpatica.

Recovery

Non-Fear

0.7

IBI 06 06 IBI

Figure 6-15: Diferentes perspectivas de Poincaré para todos los 47 voluntarias con-
siderando los estimulos de miedo (rojo-abajo), los estimulos sin miedo (verde-medio)

y las etapas de recuperacién (azul-arriba). Vista frontal.
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Figure 6-16: Diferentes perspectivas de Poincaré para todos los 47 voluntarias con-
siderando los estimulos de miedo (rojo-abajo), los estimulos sin miedo (verde-medio)
y las etapas de recuperacién (azul-arriba). Vista longitudinal.
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Figure 6-17: Diferentes perspectivas de Poincaré para todos los 47 voluntarias con-
siderando los estimulos de miedo (rojo-abajo), los estimulos sin miedo (verde-medio)
y las etapas de recuperacién (azul-arriba). Vista 2D.

El andlisis de este tipo de graficos mediante la exploracién visual es una tarea
dificil. Por lo tanto, la tabla 6.3 informa de la media y la desviaciéon estandar de
los diferentes valores SDs y SD; obtenidos a partir de estos graficos de Poincaré
presentados. Notese que en este caso las etapas de recuperaciéon se dividen como se

hizo para el anélisis GSR.

Stimuli SDy (ms) SD;y (ms)
Type p(o) p(o)
Miedo 62.78 (9.99) 14.28 (2.91)
Miedo en recuperacion ~ 72.37 (13.11) 17.19 (3.47)
No Miedo 60.96 (11.19)  14.42 (3.05)

No Miedo en recuperacién 70.57 (11.84) 17.22 (3.34)

Table 6.3: Evaluaciéon de las caracteristicas del diagrama de Poincaré para los esti-
mulos con y sin miedo, y sus respectivas etapas de recuperacion. Estas métricas son
la media y la desviacion estandar promediadas para los 47 voluntarias.

Aunque la informacion del BVP no esta directamente relacionada con una dimen-
sion emocional, como lo estd el GSR con el arousal, y su andlisis es mas com-
plejo, los resultados obtenidos reafirman algunos de los efectos fisiolégicos expuestos
en la anterior exploracién del GSR. Por ejemplo, al comparar las caracteristicas
obtenidas para los estimulos con y sin miedo, podemos observar como mientras el
valor medio de S D, disminuye de 62,78 ms a 60,96 ms, el SD; aumenta de 14,28 ms a
14,42 ms. Para las etapas de recuperacion, SD; aumenta en ambos tipos de estimu-

los, recuperacion con miedo y sin miedo, lo que indica una formacién de agrupacion
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mas amplia y una activacién parasimpatica. Sin embargo, SDs; también aumenta
para ambas recuperaciones. Este hecho fisiologico implica que la agrupacion de las
fases de recuperacién es mas dispersa en ambas direcciones, lo que no es deseable.
Idealmente, SD, deberia tener el comportamiento opuesto para las etapas de recu-
peracion. Asi, a partir de este andlisis, concluimos que el proceso de recuperacion
estd teniendo un efecto en la parte parasimpatica del ANS, pero no esta dismin-
uyendo la contribucion simpatica.

El proceso de recuperacion fisiologica implementado y sus efectos fisiologicos se han
verificado a lo largo de estos analisis. Una de las principales limitaciones de este
proceso de recuperacion en linea es que no esta produciendo una respuesta fisioldgica
promedio cercana a cero, y en algunos casos no estd suprimiendo la contribuciéon
simpatica. Este hecho se debe principalmente a dos factores principales:

 Lograr una respuesta fisiolégica plana (no activa), con predominio del parasim-
patico, cuando se estd bajo un experimento de elicitaciéon de emociones en
realidad virtual es una tarea dificil. Teniendo en cuenta que este experimento,
para la mayoria de los voluntarias, fue la primera experiencia de realidad vir-
tual, las diferencias observadas entre la dinamica fisiologica en los estimulos
sin miedo y en las etapas de recuperacion son ligeramente notables para el
analisis de la GSR.

« El intervalo de confianza implementado obvia la tendencia o dinamica fisi-
ologica real dentro de cada ventana de procesamiento. Ademas, el grafico de
Poincaré es insensible a las tendencias de los IBI o de la frecuencia cardiaca.
Por ejemplo, podria ocurrir que, dado un conjunto de diferentes ventanas de
procesamiento temporal consecutivas y un intervalo de confianza codificado,
la tendencia de la senal que se esta evaluando sea positiva, lo que en el caso
de la senal GSR significaria un incremento de la excitacion.

Hasta donde yo sé, ninguna base de datos ptublica y abierta consideraba una moni-
torizacién de la recuperacién basada en el biofeedback activo dentro de sus experi-
mentos, lo que hace que esta parte de nuestra base de datos, asi como el analisis pre-
sentado en esta secciéon, sean una contribucién novedosa. Las limitaciones indicadas
se utilizaron para seguir investigando en nuevas implementaciones de recuperacion

vestibles en linea. De hecho, se esta desarrollando e implementando una version
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mejorada del proceso de recuperacion presentado. Por ejemplo, una de las primeras
etapas del nuevo seguimiento de recuperacion en linea se ha implementado en [276].
En concreto, en esta primera etapa se ha utilizado la extracciéon de caracteristicas
en linea para la senal BVP y, mediante regresion lineal de minimos cuadrados, se
han analizado las diferentes tendencias de las caracteristicas para asegurar la reduc-
cién de la activacién simpéatica. Aunque este nuevo proceso de recuperacién aun
estd en desarrollo, ya se ha probado con una pequefia muestra de voluntarias y ha

demostrado superar el proceso inicial de control de la recuperacion.

6.3.2 Resultados fisiol6gicos uni-modales

Como se ha indicado en la secciéon anterior, los resultados presentados en esta sec-
cion se han obtenido con las senales adquiridas por el sistema de herramientas de
investigacién BioSignalPlux®Por lo tanto, estos resultados se basan en la imple-
mentacién de un sistema de aprendizaje automatico fuera de linea. Aunque dicho
sistema no ha sido integrado, estos resultados representan los primeros resultados
de deteccion de miedo de nuestro conjunto de datos. Hay que tener en cuenta que
el diseio y la implementacion del sistema de detecciéon de miedos basado en nuestro
conjunto de datos esta motivado principalmente por las limitaciones encontradas en
los anteriores sistemas de deteccién de miedos propuestos en el capitulo 4. En este
caso, y con el objetivo de mejorar y profundizar en los modelos independientes del
sujeto, el sistema presentado se centra en dicho enfoque. En cuanto a las etiquetas,
se han utilizado tanto las discretas como las dimensionales siguiendo el mismo en-
foque de miedo-binario expuesto en el capitulo 2 y aplicado en el capitulo 4. Sin
embargo, debido a las incoherencias de etiquetado observadas para algunos de los
voluntarias en la seccion 6.2, decidimos excluir de la evaluacion a los voluntarias
numero 5, 6, 15, 33 y 40 para el caso discreto y a los voluntarias niimero 3, 5, 6,
13, 20, 21, 22, 40 y 42 para el caso de uso dimensional, ya que sélo tenian alrededor
del 25% de la clase positiva. Esto se tiene en cuenta aqui ya que las etiquetas uti-
lizadas son las valoraciones autoinformadas, a diferencia de la seccién anterior que
utilizaba las etiquetas validadas o de destino. Se podrian realizar mas investiga-
ciones para analizar y cuantificar el efecto de los sujetos gravemente desequilibrados
dentro de los sistemas de aprendizaje automatico independientes del sujeto. Esto

ultimo no entra en el ambito de esta tesis doctoral. Cabe destacar que durante el
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desarrollo del sistema de deteccién de miedo presentado, dos tesis de licenciatura
supervisadas [287,288] y una tesis de méster supervisada [289] proporcionaron apoyo
en la exploracién del espacio de diseno.

La arquitectura de procesamiento de datos fisiolégicos implementada se muestra en
la Figura 6-18. Las etapas iniciales se basan en los sistemas de prueba de concepto
anteriores presentados en el capitulo 4. En primer lugar, las etapas de filtrado
aplicadas siguen los mismos procesos que se detallan en la seccién 6.3. Para la
segmentacion y la superposicion de datos, se utiliza la estrategia de superposicion
de 20 segundos y 50%, como se hizo para el sistema MANHOB en la Seccién 4.2.2.
El proceso de extraccién de caracteristicas incluye caracteristicas adicionales en
comparacion con los sistemas de deteccion de miedo presentados anteriormente. En
concreto, se extraen 57 caracteristicas: 31 de BVP, 20 de GSR, y 6 de SKT. Estas
caracteristicas se normalizan siguiendo una técnica de puntuacién Z y posteriormente
se introducen en la etapa de seleccién de caracteristicas. Obsérvese que, antes del
proceso de seleccién de caracteristicas, la divisién tren-prueba se realiza de forma
personalizada, mediante el uso de una técnica hibrida CV, LASO, como se detalla
en la seccién 3.1.7.3. Esta técnica tiene en cuenta tanto la variabilidad intra como
inter de los voluntarias, a diferencia de LOSO y LOTO. En concreto, la particion
LASO se realiza dejando fuera a la mitad de cada voluntario, es decir, las siete
primeras respuestas de los estimulos audiovisuales se utilizan para el entrenamiento
y las otras siete para la prueba. El conjunto de pruebas se emplea ademéas para
ejecutar una prueba ciega completa, que se utilizara para evaluar el rendimiento
final del sistema. Hay que tener en cuenta que esta configuracién de la particion de
entrenamiento-prueba es una aproximacion inicial y puede mejorarse y/o realizarse
de forma diferente. Para el proceso de entrenamiento, se realiza una particiéon de
entrenamiento y validacion con un 5-kFold. Esta particién también se utiliza durante
la optimizacion de hiperparametros realizada a través de SMBO, como se detalla en
la seccion 4.2.4. Esta arquitectura se aplica, valida y prueba en base a los mismos
tres clasificadores que para el sistema de deteccién de miedo presentado en la Seccion

4.2.4: SVM, KNN, y ENS.
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Figure 6-18: Arquitectura de procesamiento de datos fisiolégicos para entrenar y
probar los modelos de aprendizaje automatico generados utilizando nuestro propio
conjunto de datos.

6.3.2.1 Extracciéon de caracteristicas

Dentro del procedimiento de extraccion de caracteristicas, también se realizan los
diferentes procesos de delineacion. En este caso, la senal BVP se somete a un apil-
amiento o a un calculo aproximado mediante tres algoritmos diferentes. El primer al-
goritmo es el aplicado en la seccion 4.1.3. El segundo algoritmo viene dado por [290]
y se basa en un método de umbral adaptativo para PPG la deteccién de picos. El
tercer algoritmo viene dado por [291] y se basa en una media mévil de diferencias
valle-pico junto con filtros de umbral local para identificar los picos sistélicos de la
senal PPG. Estos tres algoritmos pueden agruparse dentro de los métodos basados
en la pendiente maxima y minima local, que son los algoritmos de delineaciéon BVP
menos exigentes desde el punto de vista computacional. Obsérvese que obtuvieron
una precisién de deteccién de picos superior al 90,00% para su respectiva validacion.
A diferencia de la utilizacién de un solo algoritmo de delineaciéon como se hizo para
los anteriores sistemas de deteccion de miedo presentado, este triple enfoque se con-
sidera en este caso para hacer frente a lo méas posible con cualquier PPG deformacion
morfologica. Nétese que en nuestro conjunto de datos, los estimulos audiovisuales
estan basados en la RV, lo que introduce mas movimientos corporales (artefactos de
movimiento) que el resto de las bases de datos ptblicas abiertas basadas inicamente
en estimulos 2D. La delimitacion de la senal GSR se ha realizado como en la seccion
4.1.3. Asi, asumimos una combinacién lineal de ambos componentes GSR, SCL y
SCR, seguida de la ecuacion 2.7.

En lo que respecta especificamente al nimero de nuevas caracteristicas anadidas,
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las tablas 6.4 y 6.5 detallan cada una de las caracteristicas consideradas en este caso.
Notese que las caracteristicas extraidas para la senal SKT no cambiaron y son las
mismas que se especifican en la Tabla 4.14. Para la senal BVP, se incluyeron seis
nuevas caracteristicas. En el dominio del tiempo, se considerd el valor medio de la
senal y la raiz cuadrada de la IBI (HRV-RMSSD). El primero se utiliza para tener en
cuenta cualquier residuo de respiracion que haya quedado lo suficientemente fuerte
después de haber filtrado la sefial. La segunda es una métrica adicional derivada de
los IBI extraidos y proporciona otro indicador del control vagal cardiaco, es decir,
cuanto mas alta es la métrica, mayor es la activaciéon parasimpatica. En el dominio
de la frecuencia, se reordenaron las distintas bandas de frecuencia y se obtuvo mas
informacion sobre la contribuciéon energética de las distintas bandas, relativa y nor-
malizada. Obsérvese que dicha reordenacién de la definiciéon de las bandas se ha
asumido debido a las recientes publicaciones [179]. Ademés, se implementé un cam-
bio importante para la estimacién de la PSD teniendo en cuenta los IBIs adquiridos
de forma desigual. Asi, en lugar de interpolar y utilizar el estimador de promedio de
segmentos superpuestos de Welch, se ha empleado el periodograma de Lomb-Scargle
para estimar las PSDs para las bandas espectrales especificadas [292]. Esta técnica
nos permite relajar las consideraciones de resolucion de frecuencia. Una vez obtenida
la contribuciéon de la PSD para cada banda, se calcula su densidad espectral de en-
ergia, que posteriormente se normaliza para obtener la relacion de energia entre las
bandas LF y HF. Por ltimo, las caracteristicas no lineales se han ampliado con
hasta siete métricas derivadas de Poincaré-plot. Estas se basaron principalmente
en [285,286] y su cédlculo utiliza SDy y SDq, que se detallan en la Seccién anterior
y vienen dadas por la ecuaciéon 6.5. Asi, la longitud longitudinal y transversal de la

parcela se calcula como

L5D2 = 4 % SDQ,
(6.6)
CTSD1 =4 % SD1

Obsérvese que estas dos caracteristicas basadas en la recurrencia estan directamente
relacionadas con las desviaciones estandar SD, y SD;. Por lo tanto, siguen la misma
logica fisioldgica, pero de una manera mejorada debido al factor de multiplicacion.

Ademés, también se calcularon el indice simpético cardiaco (CSI), el CSI modificado
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(MCSI) y el indice vago cardiaco (CVI). Se calculan de la siguiente manera

OSI = Lsp,/Tsp, = SDs/SD;,
MCSI = L%DQ/TSD17 (67)

CVI = loglo(L3D2 * TSDl)-

Se puede observar que estas caracteristicas estdn fuertemente relacionadas con la
activacion simpatica y parasimpatica dada una trama de Poincaré. Por ejemplo,
el MCSI mejora la longitud longitudinal para enfatizar la respuesta simpatica, lo
que puede llevar a distinguir las activaciones simpéticas mas débiles. Uno de los
principales cambios dentro de las caracteristicas no lineales del BVP es que el MSE
no se considera en este sistema. Este hecho se debe a las limitaciones observadas al
extraer esta caracteristica para ventanas temporales cortas [293,294]. Para el GSR,
se incluyeron dos caracteristicas mas. Se trata del tiempo medio de recuperacién rel-
ativa y del drea media bajo los picos detectados. La primera ya se ha utilizado en la
seccion anterior. El area bajo los picos se calcula mediante una aproximacion trape-
zoidal. Obsérvese que esta tultima puede mejorarse utilizando la regla de Simpson a

costa de aumentar el tiempo de calculo.

6.3.2.2 Seleccién de caracteristicas

Para reducir la dimensionalidad del problema, se emplea SFS se emplea. Esta
técnica permite seleccionar las caracteristicas méas relevantes y, por tanto, reducir
la complejidad del tiempo de entrenamiento e inferencia y los requisitos de alma-
cenamiento. Asi, ejecutamos el SFS para cada uno de los tres clasificadores con-
siderando cada conjunto de entrenamiento generado de voluntarias. En el caso del
SVM, se utiliza un kernel RBF con 7y =1y C' = 1. El KNN se ajusta a la distancia
euclidiana con 10-K vecinos més cercanos. Por ultimo, el ENS utiliza un algoritmo
AdaBoost con arboles de decision potenciados como aprendices débiles y un niimero
maximo de divisiones de hasta 10. La funcién de coste para cada iteracion del SF'S
viene dada por 1 — MCC. Obsérvese que este proceso de selecciéon de caracteris-
ticas se realiza después de la divisién entrenamiento/prueba para evitar la fuga de
informacion del conjunto de prueba.

En los siguientes puntos, proporcionamos la lista de caracteristicas que se selec-
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Table 6.4: Caracteristicas extraidas para la senal BVP y la propuesta de re-
conocimiento de emociones binarias de miedo utilizando nuestro conjunto de datos.

Sensores Dominio Caracteristicas
BVP Dominio Temporal: Filtered data mean value
(31) (4) Mean of IBI
HRV-SDNN
HRV-RMSSD
Dominio Frecuencial: Normalised IBI PSD contribution (summation) for:
(12) Low frequency (LF) (0.01-0.15 Hz)

High frequency (HF) (0.15-0.40 Hz)
Ultra-High frequency (UHF) (0.40-1.00 Hz)
Energy contribution of those IBI PSD bands

Relative energy of those IBI PSD bands
Normalised energy ratio between LF and HF
Normalised energy ratio for LF and HF

No Lineal: From Poincaré-plot: SD2, SD1, LSD2, TSD1, CSI, MCSI, CVI
(15) Detrended fluctuation for the filtered signal
Recurrence rate
Determinism
Laminarity

Longest RP diagonal line
Diagonal lines entropy
Trapping time
Correlation dimension

cionaron al menos una vez para todos los modelos generados. Cuando se utilizan las
etiquetas discretas binarizadas, se obtienen las siguientes mejores caracteristicas:
« Para el sistema basado en SVM (15 caracteristicas seleccionadas en total):

— BVP (9): valor medio de los datos filtrados, HRV-RMSSD, contribucién
energética de HF y UHF, relacion LF/HF, SD;, Tsp;, andlisis de fluc-
tuacién de detrimento para la senal filtrada, laminaridad y entropia de
las lineas diagonales.

— GSR (5): valor medio de los datos filtrados, y su desviaciéon estandar,
area bajo el ERSCRs detectado, distribucién del primer y tercer cuartil.

— SKT (1): valor medio filtrado.

« Para el sistema basado en KNN (11 caracteristicas seleccionadas en total):

— BVP (2): valor medio de los datos filtrados, y laminaridad.

— GSR (8): valor medio de los datos filtrados, nimero medio de picos
ERSCR, amplitud relativa media, tiempo de subida y tiempo de recu-
peracion de los picos ERSCR, éarea bajo los ERSCR, distribucion del
primer y tercer cuartil.

— SKT (1): valor medio filtrado.
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Table 6.5: Caracteristicas extraidas para la senal GSR y la propuesta de re-
conocimiento binario de emociones de miedo utilizando nuestro conjunto de datos.

Sensores Dominio Caracteristicas
GSR Dominio temporal: Filtered data mean value
(20) 9) ERSCR including number of peaks

ERSCR amplitude and rise time
ERSCR recovery time and area under the peak
Filtered data Standard deviation
First quartile
Third quartile

Dominio frecuencial: Power spectral density of two bands
(3) for SCL and SCR, components
(0-0.05 Hz, 0.05-1.5 Hz)
Spectral density ratio for 0-0.05 Hz

No lineal: Detrended fluctuation for filtered data
(8) Recurrence rate
Determinism
Laminarity

Longest RP diagonal line
Diagonal lines entropy
Trapping time
Correlation dimension

« Para el sistema basado en ENS (13 caracteristicas seleccionadas en total):

— BVP (3): valor medio de los datos filtrados, entropia de las lineas diago-
nales y tiempo de captura.

— GSR (8): valor medio de los datos filtrados, nimero medio de picos
ERSCR, amplitud relativa media y tiempo de subida de los picos ERSCR,
area bajo los ERSCR, distribucion del primer y tercer cuartil, y laminar-
idad.

— SKT (2): valor medio filtrado, y densidad espectral de potencia de la
banda més baja (0-0,1 Hz).

Cuando se utilizan las etiquetas dimensionales binarizadas, se obtienen las siguientes
mejores caracteristicas:
» Para el sistema basado en SVM (11 caracteristicas seleccionadas en total):

— BVP (4): valor medio de los datos filtrados, media del IBI, tasa de re-
currencia y entropia de las lineas diagonales.

— GSR (5): valor medio de los datos filtrados y su desviacion estandar,
distribucién del primer y tercer cuartil y tiempo de captura.

— SKT (2): valor medio filtrado y densidad espectral de potencia de la
banda mas baja (0-0,1 Hz).
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 Para el sistema basado en KNN (8 caracteristicas seleccionadas en total):

— BVP (2): valor medio de los datos filtrados, y laminaridad.

— GSR (5): valor medio de los datos filtrados, nimero medio y amplitud
relativa media de los picos ERSCR, distribucion del primer y tercer cuar-
til.

— SKT (1): valor medio filtrado.

 Para el sistema basado en ENS (8 caracteristicas seleccionadas en total):

— BVP (3): valor medio de los datos filtrados, entropia de las lineas diago-
nales y tiempo de captura.

— GSR (4): valor medio de los datos filtrados, nimero medio de picos
ERSCR, amplitud relativa media de los picos ERSCR y distribucién del
primer cuartil.

— SKT (1): valor medio filtrado.

En general, la cantidad de caracteristicas seleccionadas por cada modelo oscila en-
tre 15 y 20. Asi, la complejidad del problema se reduce a una cantidad relativamente
baja de caracteristicas para los diferentes clasificadores y para ambas metodologias
de etiquetado. Noétese que este hecho afecta drasticamente a las diferentes etapas de
la arquitectura fisiol6gica, como el entrenamiento y la prueba (inferencia). Ademds,
en lo que respecta al nimero y la naturaleza especificos de las caracteristicas mas
importantes enumeradas para cada caso de uso del etiquetado, aproximadamente
el 50% son temporales y morfolégicas, el 20% se basan en la frecuencia y el 30%
son no lineales. Aunque cada clasificador no seleccioné exactamente las mismas car-
acteristicas, dicha seleccion determina una primera aproximacion para obtener las
que proporcionan la informacién mas valiosa. Para el caso del etiquetado discreto
binarizado, cabe destacar que los tres clasificadores coincidieron en considerar el
valor medio de los datos filtrados para los tres sensores, caracteristicas relacionadas
con los picos de ERSCR, y algunas caracteristicas no lineales directamente rela-
cionadas con la caracterizacion no periddica del sistema (laminaridad, tiempo de
atrapamiento, entropia de las lineas diagolares). Para el caso del etiquetado dimen-
sional binarizado, se repite el mismo comportamiento respecto a la consideracion del
valor medio de los datos filtrados, que también se acompana de rasgos relacionados

con los picos de ERSCR por parte de dos de los tres clasificadores y de los mismos
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rasgos no lineales. Sin embargo, el SF'S aplicado para el caso de uso de la dimension
binarizada considera menos caracteristicas acordadas entre los modelos. Este hecho

puede ser una consecuencia del mayor desacuerdo observado en dicho etiquetado.

6.3.2.3 Resultados de la validacién y las pruebas

Ademas, tras aplicar el paso de seleccion de caracteristicas, decidimos emplear un
enfoque de aprendizaje sensible a los costes para tratar la situaciéon de desequilibrio
en el etiquetado. Para ello, se ajusté un parametro de coste de clasificacion errénea,
tal y como se hizo con los sistemas de deteccion de miedo propuestos anteriormente
en la seccion 4.1.4. Para este caso concreto, se aplico un coste de clasificacion errénea
de 1,6 sobre la clase positiva (miedo), que se fij6 mediante un barrido experimental
de parametros tras la etapa de seleccion de caracteristicas. Tenga en cuenta que
esta consideracion de diseno hace que el sistema sea menos propenso a omitir una
situacién peligrosa para el caso de uso que se aborda [183], es decir, aumenta la
sensibilidad.

La salida del sistema de aprendizaje automatico fisiologico es una etiqueta binaria
cada 10 segundo, como se indica en la seccion 4.2.2. Por lo tanto, para esta primera
aproximaciéon, asumimos que la verdad béasica de un estimulo especifico es la etiqueta
binarizada autodeclarada que se le asigna, independientemente de la cantidad total
de instancias generadas, es decir, todas las instancias generadas dentro del mismo
estimulo tienen la misma etiqueta. Por ejemplo, hay estimulos audiovisuales dentro
de la misma clase que generan mas instancias que otros. Esta aproximacion puede
ser critica para estimulos de corta duracién, como el estimulo ntimero ocho de la
primera tanda, cuya duracion es de 23 segundo. Dicha duracién implica una instan-
cia generada, que puede danar seriamente el equilibrio del sistema o incluso ser insu-
ficiente para caracterizar adecuadamente la emocién objetivo de ese estimulo. Esta
limitacion se aborda considerando el nimero completo de instancias para las clases
de miedo y no miedo sin depender de la cantidad de informacién proporcionada
por cada estimulo. La tabla 6.6 informa del nimero total de instancias basadas
en las etiquetas discretas binarizadas y las autodeclaradas dimensionalmente, con-
siderando una ventana de procesamiento de 20 segundos y un solapamiento del 50%.
Notese que estos valores se obtienen para todos los voluntarias independientemente

de las etiquetas desequilibradas. Se puede observar que el equilibrio es cercano al
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Class Discrete Labels Dimensional Labels

Fear 1496 1335
Non-Fear 2107 1942
Balance

(Fear/Non-Fear) 42/58% 40/60%

Table 6.6: Numero total de instancias para nuestro conjunto de datos basado en
etiquetas discretas binarizadas y dimensionales autodeclaradas.

Table 6.7: Resultados de validacion y prueba de los diferentes sistemas de apren-
dizaje automatico fisiologico utilizando la primera version de WEMAC. Se muestran
los resultados de ambos enfoques binarizados discretos (Disc) y dimensionales (Dim).

Classifier Partition SEN SPE Gmean ACC AUC F1
Type (MAD) (MAD) (MAD) (MAD) (MAD) (MAD)

Val-Disc 83.02(1.19) 78.79(0.99) 80.87(0.79) 80.72(0.79) 86.72(0.79) 78.16(0.16)

UM Test-Disc ~ 64.36(17.39) 67.88(13.77) 65.29(12.48)  65.70(11.44)  65.33(16.08)  62.84(13.79)
' Val-Dim 86.45(1.05) 75.36(2.91) 80.63(1.54) 82.26(1.07) 87.33(1.00) 82.23(0.99)
Test-Dim  72.78(13.21) 53.86(11.24)  61.60(9.23)  62.51(9.03)  62.14(11.24)  65.01(9.64)

Val-Disc 81.15(4.52) 75.55(4.92) 78.28(4.71) 73.18(5.85) 86.84(4.26) 75.32(5.04)

iy Test-Disc  65.53(14.63)  69.00(13.49) 66.08(10.67) 66.87(9.64) 66.45(14.30) 64.72(10.17)
Val-Dim 84.27(4.49) 84.65(3.92) 84.46(4.17) 84.45(4.20) 092.34(3.44) 84.60(4.19)

Test-Dim  61.08(14.32) 65.01(14.45) 61.37(7.68) 61.78(6.84) 61.43(10.46) 60.00(9.76)

Val-Disc 81.82(4.31) 75.40(5.29) 78.53(4.82) 68.17(3.70) 75.52(4.01) 64.19(3.74)

ENS Test-Disc  68.55(12.10)  61.61(16.81) 63.51(10.48) 64.50(9.54) 64.57(14.25)  65.11(8.31)

Val-Dim  94.02(0.48)  93.18(0.53)  93.60(0.44)  93.71(0.44)  98.40(0.22)  93.72(0.44)
Test-Dim  65.91(15.71)  64.98(14.69) 63.75(9.28) 64.23(8.15) 66.62(12.20) 63.37(10.63)

reportado en la Seccion 6.2.

Los resultados de validacién y prueba de los diferentes clasificadores se detallan en
la Tabla 6.7. Obsérvese que se muestran los valores de desviacién media y abso-
luta para los diferentes clasificadores, particiones y enfoques de etiquetado. Estos
resultados proceden de los 42 y 38 modelos considerados para el modelo discreto y
dimensional binarizado, respectivamente. En general, los resultados obtenidos estan
en linea con los obtenidos en la seccion 4.2.4.2, en la que el SVM mostré el peor
rendimiento, seguido del KN! (KIN!), y siendo el ENS el mejor. De hecho, cuando
se analizan conjuntamente las métricas promediadas proporcionadas y sus valores
de dispersién tanto para el etiquetado discreto como dimensional, el clasificador Ad-
aBoost (ENS) es el que supera a los otros dos. Una de las principales diferencias
entre ellos es que, mientras que el SVM y el KNN pierden especificidad para el caso
de uso dimensional, el ENS mantiene el equilibrio entre sensibilidad y especificidad
dando lugar a una Gmean muy similar para ambos casos.

Por un lado, especificamente para el etiquetado discreto, los mejores resultados

promediados los obtiene el clasificador KNN tanto para las particiones de validacion
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como de prueba. Ademas, la mayor especificidad, Gmean, precisiéon y AUC se con-
siguen en este caso para este clasificador con hasta un 69,00%, 66,08%, 66,87%
y 66,45%, respectivamente. Por otro lado, cuando se trata del etiquetado dimen-
sional, los clasificadores no siguen exactamente el mismo comportamiento que para
el discreto. De hecho, el mejor clasificador en este caso es el ENS alcanzando la
mayor especificidad, Gmean, precision y AUC con hasta 64,98%, 63,75%, 64,23% y
66,62%, respectivamente. Obsérvese que estos resultados se obtienen utilizando un
conjunto reducido de caracteristicas, como se detalla en la seccién anterior. Este
hecho, acompanado de los retos que supone tratar con un enfoque independiente
del sujeto, confiere un gran valor y un gran potencial a estos primeros resultados
iniciales del WEMAC.

Para contextualizar el comportamiento de los clasificadores para los diferentes mod-
elos considerados, las figuras 6-19 y 6-20 muestran la métrica de rendimiento de MCC
sobre sus particiones de prueba. Obsérvese que esta métrica utiliza toda la infor-
macion de la matriz de confusién y proporciona un valor similar al de la correlacion
considerando las matrices de confusion reales y predichas. Para ambos casos de uso
del etiquetado, observamos que los diferentes modelos siguen un comportamiento
similar para algunos de los voluntarias considerados. Por ejemplo, la correlacion de
las métricas MCC es de hasta 0,48(0,17) y 0,44(0,13) para el etiquetado discreto
y dimensional, respectivamente. Este hecho es destacable ya que es un indicador
que demuestra la independencia del comportamiento especifico de cada clasificador
con respecto al conjunto de datos utilizado. En consonancia con los resultados re-
portados en la Tabla 6.7, el enfoque de etiquetado discreto supera al dimensional.
Sin embargo, estos graficos también muestran unos resultados muy dependientes del
sujeto en algunos casos. Esto se refleja en una variabilidad muy alta, que también se
refleja en la MAD de las diferentes métricas de rendimiento. En concreto, en estos
graficos, las métricas de MCC se sitian aproximadamente entre -0,4 y 0,9 y entre
-0,4 v 0,6 para los casos discretos y dimensionales, respectivamente. Dicha vari-
abilidad y distribucién se representa en la Figura 6-21, que muestra la distribuciéon
agregada para los diferentes clasificadores y casos de uso de etiquetado. Obsérvese
que el valor mediano es la linea roja u horizontal dentro de los recuadros. Como ya

se ha dicho anteriormente, el entrenamiento utilizando el etiquetado discreto bina-
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Figure 6-19: Evaluacién de la métrica de prueba MCC para todos los 42 modelos

considerados dentro del caso de uso de deteccién de miedo discreto binarizado.
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Figure 6-20: Evaluacién de la métrica de prueba MCC para todos los 38 modelos

considerados dentro del caso de uso de deteccién de miedo dimensional binarizado.

rizado consigue mejores modelos (medianas mas altas) que el etiquetado dimensional
binarizado. Ademads, la dispersién del rango intercuartil es siempre menor cuando
se aplica el clasificador ENS.

Hasta donde yo sé, los sistemas generados son los primeros sistemas de deteccién
del miedo que utilizan un conjunto reducido de senales fisiologicas y estimulos de
realidad virtual. Por ejemplo, estos resultados constituyen la linea de base fisioldgica
para el conjunto de datos WEMAC. Se ha demostrado que, en general, los sistemas
entrenados con el etiquetado discreto binarizado obtienen mejores modelos que los
entrenados con el etiquetado dimensional binarizado. Este hecho esta en consonancia
con las conclusiones de la exploracion de la respuesta del etiquetado propio expuestas
en la seccion 6.2.

La principal limitacion de los modelos de aprendizaje automatico generados es la
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Figure 6-21: Distribucién del diagrama de caja de la métrica de prueba MCC para
todos los modelos de 42 y 38 considerados dentro de los casos de uso de deteccion
de miedo discreto y dimensional binarizado.

alta variabilidad y dispersion observada. Este hecho podria deberse a un problema

de sobreajuste, que podria estar provocando la generaciéon de modelos de bajo sesgo

y alta varianza. Sin embargo, las métricas de validacion obtenidas no lo sugieren.

De hecho, el clasificador que proporciona las mejores métricas de rendimiento de

validacién, es decir, AdaBoost con mas del 90,00%, es el menos susceptible a este

tipo de problemas, ver Seccion 3.1.7. Por lo tanto, es necesario estudiar y analizar

diferentes aspectos para dar una explicacion adecuada a este problema:

o La técnica acLASO aplicada deja una pequena cantidad de muestras en la

particion de prueba. Aunque esta técnica esta pensada para tratar la person-
alizacion de los sujetos, el pequeno tamaiio del conjunto de datos de prueba
puede dar lugar a un conjunto de datos poco representativo. Por lo tanto, se
podrian aprovechar otras técnicas de particiéon para considerar un conjunto de
datos de prueba mds grande y/o incluir més inter e intravariabilidad. Este
hecho también se ve afectado por la cantidad limitada de datos disponibles
para cada voluntario cuando se trata de bases de datos de laboratorio.

En vista de esta variabilidad entre los distintos voluntarias, algunos procesos de
la arquitectura de entrenamiento propuesta pueden personalizarse en funcién
del conjunto de datos especifico, es decir, en funciéon de la combinacién concreta
de voluntarias o de la distribucién de clases. Por ejemplo, el enfoque sensible

a los costes puede ajustarse para cada conjunto de entrenamiento diferente.

o Las técnicas de particion para la generacién de los conjuntos de datos de
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entrenamiento-validacién podrian cambiarse por la misma técnica CV que se
aplica para la primera particion (LASO).

e Se puede realizar un andlisis fisiolégico adicional para encontrar clusters y
diferencias extremas entre los distintos voluntarias. Como primera aproxi-
macién, dichos clusters pueden basarse en filtros fisioldgicos sencillos como:
nivel de activacion GSR (hipoactividad vs hiperactividad), rangos SKT, y
nivel de ruido residual de la sefial PPG tras el filtrado.

o También se pueden emplear diferentes tipos de técnicas de normalizacion y
escalado para evaluar su efecto. Este hecho esta directamente relacionado con
la necesidad de descubrir la mejor forma de modelar el problema, es decir, la
deteccion del miedo independiente del sujeto.

Entre estas consideraciones expuestas, desde mi punto de vista, la que mas esta
afectando en la actualidad es el riesgo de falta de representatividad del conjunto de
datos de prueba. En concreto, en este caso, el LASO aplicado dejé aproximadamente
hasta un 1,3% de los datos totales para el conjunto de prueba. Esto supone una
media de 48 muestras sobre un total de 3600 instancias disponibles. Con el fin
de proporcionar un punto de partida en relaciéon con esta discusion especifica, la
Tabla 6.8 informa de los resultados para la misma arquitectura fisiolégica cuando
se entrena el sistema KNN con el etiquetado discreto binarizado, pero utilizando
una particion LOSO para la division de entrenamiento-prueba. Podemos observar
que en el caso LOSO se obtienen resultados medios menores, que pueden verse
afectados por la intravariabilidad del voluntario no visto que no se tiene en cuenta
para el entrenamiento. Sin embargo, el hecho mas importante se observa en la
diferencia de dispersion. El sistema LOSO informa de una menor variabilidad, lo
que puede ser una indicaciéon de un conjunto de pruebas mas representativo. Hay
que tener en cuenta que es necesario realizar mas estudios y andlisis para caracterizar

adecuadamente este hecho.

Table 6.8: Resultados de validacién y prueba para los sistemas de aprendizaje au-
tomatico KNN utilizando el etiquetado discreto binarizado y una técnica LOSO CV
para la particién entrenamiento-prueba.

Partition SEN SPE Gmean ACC AUC F1
Type (MAD) (MAD) (MAD) (MAD) (MAD) (MAD)

Test-Disc-LASO  65.53(14.63)  69.00(13.49) 66.08(10.67) 66.87(9.64) 66.45(14.30) 64.72(10.17)
Test-Disc-LOSO  64.05(10.69)  60.93(9.26)  61.74(6.98)  61.90(6.93) 62.25(9.54)  58.48(7.18)
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Dentro de esta casuistica de variabilidad y ademas de los andlisis recomendados
para la mejora de los modelos, hay que considerar también que la latencia emo-
cional y la dindmica fisiolégica de cada voluntario para cada estimulo esta afectando
a la separacion de clases binarias. Por ejemplo, la figura 6-22 muestra la relacion
LF/HF extraida de la senial IBI del voluntario niimero tres. En concreto, cada
barra representa la caracteristica extraida para una ventana de 20 segundos con un
solapamiento de 18 segundos. Obsérvese que este solapamiento se aplica en este
caso para reducir la resolucién temporal y mejorar la visualizacién dinamica del
rasgo a lo largo de cada estimulo. Podemos observar cémo varia la evolucién de
esta caracteristica especifica dentro de cada estimulo. A partir de esta informacion,
podemos realizar un analisis como el proporcionado en la seccién 6.3.1.1, en la que
se estudiaron los patrones GSR. Sin embargo, el problema a destacar en este caso
es que, independientemente de la evolucion dinamica de las caracteristicas dentro
de los estimulos, se esta asignando la misma etiqueta a todas las instancias gener-
adas. Por lo tanto, habria que explotar diferentes técnicas de aprendizaje automatico
para considerar la evolucion temporal de las caracteristicas o la contextualizacion
junto con un enfoque de etiquetado diferente. Esto tultimo se refiere a la posibili-
dad de aplicar el aprendizaje automatico semisupervisado para tratar las etiquetas
duras actuales como etiquetas blandas. Esto puede incluso pensarse como modelos
en los que las etiquetas son parametros aprendibles. Ademaés, la combinacién de
las dos metodologias de etiquetado actuales, la discreta y la dimensional, deberia

aprovecharse para sacar partido de cada una de ellas.

6.4 Marco de fusion de datos multimodales

Después de haber presentado y explicado el disefio del sistema de aprendizaje au-
tomatico unimodal fisiologico, el otro enfoque principal a lo largo de este capitulo
es la capacidad de fusion de datos multimodales que puede ofrecer la arquitectura
del sistema Bindi2. De hecho, los sistemas de reconocimiento de emociones basados
en informacién multimodal estan superando a los unimodales en la comunidad de
la computacion afectiva [155,174]. La mayoria de los sistemas multimodales pre-

sentados en la literatura solian basarse en datos de audio y visuales [295], habla y

’la investigacién presentada en esta seccién se basa en un trabajo multidisciplinar con los
miembros de la UC3M4Seguridad expertos en Teoria de la Sefial y Comunicaciones
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Figure 6-22: Relacion LF/HF extraida del voluntario 3 del conjunto de datos
WEMAC. Obsérvese que en las abscisas estan representadas las emociones dirigidas
para el primer lote.

gestos faciales [296], EEG y expresiones faciales [297]. Existen conjuntos de datos
que recopilan informacion multimodal, que consideran la informacion fisiologica y
del habla [298,299]. Se presta poca atencion a la exploracion del diseno multimodal
utilizando informacién fisiolégica y del habla. Soélo se ha encontrado un trabajo en
la literatura que utiliza estos dos tipos de informacion para observaciones a corto
plazo [300]. Emplearon una fusién hibrida por medio de la fusiéon de datos a nivel
de caracteristicas y de decisién, que arrojé hasta un 55,00% de precisién para un en-
foque independiente del sujeto y una clasificacién binaria de arousal-valencia. Por lo
tanto, el marco y las metodologias multimodales propuestos sirven como un enfoque
inicial para trabajar con el miedo real provocado en las mujeres y su procesamiento
adecuado teniendo en cuenta tanto la informacion fisiologica como la del habla.
Antes de entrar en detalles sobre los diferentes sistemas disenados y los resultados
obtenidos a partir de la informacion recogida durante el desarrollo del conjunto de
datos WEMAC, se podria explicar y detallar adecuadamente una contextualizacion
sobre la casuistica y las capacidades multimodales dentro de Bindi. Sobre esta
base, se propusieron diferentes disposiciones de los componentes del sistema para

explorar las posibilidades de dicho espacio de diseno multimodal. Esto proporcion6
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el esbozo de una exploracion del espacio de diseno para diferentes arquitecturas del

sistema (fusién de datos de informacién fisiolégica y de habla/audio procedentes del

brazalete y del colgante, respectivamente). La figura 6-23 muestra dicho esquema y

representa la relacién potencial que se puede encontrar para los diferentes casos de

uso presentados. Los casos de uso propuestos se detallan a continuacién:

e Caso 1: Uni-modal. Esta disposicion es la linea de base de la capacidad de

deteccion del miedo para cada uno de los sistemas uni-modales, el fisiologico
y los modelos de voz.

Caso 2: Multimodal con prealarma. En este caso, la informacion fisioldgica
se evaliia continuamente a partir del sistema fisiologico unimodal. Cuando
detecta que el usuario esta experimentando miedo, activa una prealarma a la
Bindi APP. Hay que tener en cuenta que esto se hace siguiendo un enfoque
de computaciéon en el borde, ya que es la propia pulsera la que ejecuta un
motor ligero de aprendizaje automatico. La deteccion del miedo hace que el
Bindi APPcomience a grabar audio durante un breve periodo de tiempo, lo que
da lugar a una estrategia de bajo consumo de energia para el micréfono. La
senal de audio se envia entonces a la capa for del sistema, es decir, a la Bindi
APP, para que realice la deteccion del miedo utilizando también un motor de
inteligencia unimodal basado en el habla.

Caso 3: Multimodal con muestreo periddico de audio. Este caso soélo se difer-
encia del anterior en que no hay prealarma, sino que el habla/audio se muestrea
de forma periddica.

Caso 4: Multimodal con prealarma y muestreo periédico de audio. Esta con-
figuracion se basa en la conjuncién de los dos casos de uso anteriores. Por
lo tanto, representa una etapa intermedia entre tener informaciéon multimodal
continua y los casos anteriores.

Caso 5: Multimodal continuo. Esta es la ultima disposicion propuesta del sis-
tema y es la que requiere la mayor cantidad de recursos ya que los dos sistemas
unimodales, fisiolégico y habla/audio, estdan siempre activos, realizdndose la

fusion de datos de forma continua.
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Figure 6-23: Esbozo de exploracion del espacio de diseno para los diferentes arreglos
de la modalidad a realizar con la arquitectura de Bindi.

Cabe senalar que estos casos de uso detallados definen la arquitectura del sistema en
términos de disponibilidad de la informacién, en lugar de especificar la metodologia
de fusion de datos aplicada. Esta tdltima se refiere a las técnicas utilizadas para
realizar la fusion de datos fisiologicos y de audio. En realidad, pueden realizarse de
diferentes maneras dentro del mismo caso de uso. Hay que tener en cuenta que las
diferentes técnicas tipicas de fusion de datos se describen y explican en el capitulo
3. De hecho, este trabajo de investigacion, ademas de explorar el sistema fisiolégico
de deteccion de miedo unimodal, se centra en el analisis y la comparacion de tres
técnicas de fusion de datos propuestas mediante el uso de diferentes disposiciones de
arquitectura del sistema, principalmente relacionadas con los casos 2 y 5. El resto
de los casos de uso no estan dentro del alcance de esta investigacion. Por lo tanto, el
analisis de otras disposiciones, asi como el resto de los casos de uso, se dejan para los
conjuntos de datos posteriores que se publicaran en la base de datos UC3M4Safety.

Dentro de este marco multimodal, he realizado la integracion del sistema fisiologico
detallado en el apartado anterior. En concreto, se ha empleado el clasificador KNN.
El sistema unimodal de voz ha sido disenado e implementado por los componentes
del equipo de la UC3M4Safety con experiencia en el procesamiento de sefiales de
audio. Este sistema incluye los siguientes modulos fundamentales Deteccion de
Actividad Vocal (VAD), Sustraccién Espectral (SS), extraccién de caracteristicas

y un clasificador basado en redes neuronales [11]. Obsérvese que el caso de uso
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del etiquetado discreto binarizado y el LASO CV se aplicaron para ambos sistemas
uni-modales, y el sistema del habla también excluy6 a los voluntarias altamente
desequilibrados especificados en la secciéon anterior. Por tltimo, los subsistemas
unimodales fisiolégico y del habla proporcionan una etiqueta binaria cada 10 y 1
segundos, respectivamente.

En cuanto a la exploracion del espacio de diseio multimodal, el caso 2 fue el primero
que se implemento; se explica en el capitulo 5 y se implement6 en la primera ver-
sién de Bindi o [219], que se basa en una estrategia de fusién de datos jerarquica.
En esta version, la informacion fisiologica es recogida continuamente por el braza-
lete, que ejecuta un motor de inteligencia de deteccion de miedo fisioldgico ligero
y unimodal. Cuando detecta que el usuario esta experimentando dicha emocion,
lanza una prealarma a la Bindi APP. Esta accién hace que el Bindi APPcomience
a grabar audio durante un breve periodo, lo que supone una estrategia de bajo con-
sumo de energia para el microfono. A continuacion, la senal de audio se envia a la
Bindi APPpara que realice la deteccién del miedo mediante un motor de inteligencia
unimodal basado en el habla. Por tltimo, si este tltimo sistema confirma la detec-
cién, el Bindi APP inicia un procedimiento de seguridad para ayudar al usuario,
activando una alarma a los respectivos respondedores. La segunda disposicion del
sistema analizado, Bindi 2.0a , también esta relacionada con el caso 2 y se basa en
las mismas dos tuberias de procesamiento de datos uni-modales de Bindi 1.0 pero
aplicando, en la etapa de decision final, una técnica de fusién tardia en lugar de
una estrategia de acuerdo jerdrquico o de confirmacién [220], Figura 6-24. Hereda
la funcionalidad de prealarma y casuistica de Bindi 1.0 para tener un bajo consumo
de energia para el micréfono. Finalmente, la tltima disposicion del sistema, Bindi
2.0b, esta relacionada con el caso 5. Este sistema es una variacién de Bindi 2.0a pero
basado en una adquisicién continua de datos fisicos y fisiolégicos. No hay prealarma
involucrada y este arreglo sigue el esquema de fusiéon tardia introducido en Bindi

2.0a.
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Figure 6-24: Diagrama de bloques de fu81on de datos para Bindi 2.0a y Bindi 2.0b.

En las siguientes subsecciones se detallan las diferentes estrategias de fusién de
datos consideradas y evaluadas con las tres disposiciones del sistema. Los resultados
experimentales dan cuenta del proceso de validacién realizado fuera de linea para
evaluar la funcionalidad de los conductos de procesamiento de datos. Esto se hace
para posteriormente integrar dichos modulos en la arquitectura, equilibrando las

compensaciones observadas.

6.4.1 Métodos de fusion de datos multimodales

Antes de entrar en detalles sobre el marco multimodal propuesto, hay que tener
en cuenta algunos puntos para la evaluacién de las diferentes disposiciones del sis-
tema multimodal. En primer lugar, de acuerdo con el diseno del conjunto de datos
WEMAC, hay que senalar que los datos fisioldgicos se recogen durante la elicitacion
del estimulo, mientras que la grabacién del habla se registra durante la posterior
anotacion de audio. Esto significa que los datos fisiolégicos y del habla no estdn
alineados en el tiempo. Sin embargo, se requiere que ambos datos estén alinea-
dos para Bindi 2.0b, a diferencia de Bindi 1.0 y Bindi 2.0a. Dado que durante el
etiquetado se pide a los voluntarias que revivan las emociones sentidas durante la
elicitacion del estimulo, se supone que la correspondencia es suficientemente solida
entre ambos instantes. Sin embargo, esta suposiciéon debera ser validada cuando se
disponga del resto de subconjuntos del Base de datos UC3M4Safety.

Como ya se ha detallado en el apartado anterior, los subsistemas unimodales fisi-
olégico y del habla estiman una etiqueta binaria, y;* € {0, 1}, para cada ventana

temporal k£, donde m € textophy, sp son las dos modalidades, refiriéndose phy y sp
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a los subsistemas fisiologico y del habla, respectivamente. Sin embargo, cada una
de las modalidades utiliza una longitud de ventana temporal diferente, 7T,,, en se-
gundos. Ademas, el sistema estd pensado para emitir una respuesta por periodo de
tiempo n (cada uno de los periodos de tiempo tiene una longitud L), en segundos.
Asi, se calcula una estimaciéon de la probabilidad de miedo p]* para el periodo de

tiempo n y la modalidad m, dada por

= (63)

donde K,, = LTLJ, es decir, el nimero de ventanas de tiempo que consideramos
para cada modalidad para la estimacion de probabilidades.
A partir de ahi, se puede calcular una tnica etiqueta binaria, ¥, correspondiente

a la probabilidad p]' como

0 for p* < th,,
Y," = , (6.9)

n
1 otherwise

es decir, dard como resultado "1" (miedo) si p* es mayor que el umbral predefinido
relacionado con la modalidad, th,, € {0,1}, o "0" (no-miedo) en caso contrario.
Obsérvese que los valores thy, y thy, se tratan en la seccién 6.4.2.

Como métrica para representar el grado de confianza de cada sistema unimodal
en la etiqueta de clase predicha en un periodo determinado, la entropia A" para el

periodo de tiempo n-th y la modalidad m-th se calcula como

hy = —[py - log(py') + (1 —py') - log(1 — py')]. (6.10)

Sobre esta base, se estudian tres estrategias de fusién tardia para producir la re-
spuesta del sistema fusionado Y extf para el periodo de tiempo n-th:

o Caso 1, Entropia mas baja: La respuesta del sistema corresponde a la etiqueta

binaria producida por el sistema unimodal con la menor entropia, es decir, la

més segura. Para ello, la probabilidad de miedo fusionada p/ para el periodo
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de tiempo n-th se calcula como

PP if Py < P
P, = : (6.11)
PP otherwise

A continuacion, aplicando el mismo razonamiento que en la ecuacién (6.9), se

obtiene una etiqueta binaria fusionada como

- 0 for pf < the
1 otherwise

(6.12)

donde, por ahora, th; es el convencional 0, 5.
e Caso 2, Combinacion ponderada de la entropia inversa: La probabilidad de
miedo fusionada p/ para el periodo de tiempo n-ésimo se calcula como una

suma ponderada de probabilidades, tal y como viene dada por

ph= > wi-pr, (6.13)

where
1/hy

wy = SV (6.14)

A continuacién, se obtiene una etiqueta binaria fusionada segin la ecuacién
(6.12).
o Caso 3, OR légico: La respuesta del sistema corresponde al célculo del OR

logico sobre las etiquetas binarias de cada sistema unimodal. Es decir,
Yi=yprvy v, (6.15)

Las tres estrategias de fusiéon se basan en la literatura (por ejemplo, [301]) y se pro-
ponen como un compromiso entre la baja complejidad computacional y la robustez
considerando la confianza del sistema en las predicciones. Al comparar tedricamente
las tres estrategias de fusion, la OR logica facilita la obtencién de una prediccion de
clase de miedo sin comprobar la confianza del subsistema, lo que podria llevar a una

falsa deteccion. Sin embargo, la estrategia de menor entropia confia en el modelo
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de mayor confianza sin tener en cuenta las diferencias en las probabilidades. Por l-
timo, la combinacion ponderada de la entropia inversa establece un equilibrio entre
las probabilidades y las entropias para cada subsistema unimodal. Asi, la confianza
de esta ultima estrategia puede ser mayor que la de las demas.

En resumen, con respecto al procedimiento de prueba, las salidas del subsistema
unimodal son matrices de etiquetas binarias. En concreto, para el "conjunto de
datos', la longitud de las matrices es igual a la division de la duracién de cada esti-
mulo relacionado con la emocién por la respectiva ventana de respuesta unimodal,
es decir, 10 y 1 segundo para los subsistemas fisiolégico y del habla, respectivamente.
Posteriormente, estas matrices recogidas se procesan calculando las probabilidades
suaves y sus correspondientes etiquetas duras aplicando los umbrales fisiologicos
(thyny) v del habla (ths,). Las estrategias de fusion de datos propuestas gener-
aran también sus correspondientes etiquetas duras, tal y como se ha comentado
anteriormente. Las métricas de evaluacion seleccionadas, que son la precision y la
puntuaciéon F1, se alimentan de las etiquetas duras finales obtenidas. La precision
puede representar de forma justa los indices de predicciéon, ya que el desequilibrio
de clases es bajo. La puntuaciéon F1 se considera para hacer frente al ligero dese-
quilibrio observado. Aunque la puntuaciéon F1 deberia ser una buena métrica para
un problema de deteccion como el que se aborda, en el que el niimero de positivos
deberia ser relativamente bajo en comparacion con los negativos, el escenario exper-
imental que se considera aqui esta casi equilibrado y, por lo tanto, esta métrica no
es tan significativa como se espera que sea cuando se prueba con datos capturados

en condiciones reales.

6.4.2 Resultados de la fusiéon de datos multimodales

El primer analisis que hay que hacer es el rendimiento de los subsistemas fisiol6gico
y del habla trabajando de forma independiente en un entorno continuo, es decir, te-
niendo en cuenta todas las muestras. Este experimento es esencial para determinar
los umbrales, thy, v ths,, que convierten las etiquetas binarias obtenidas para cada
periodo en una unica etiqueta dura. Este paso es relevante porque determina si la
arquitectura es mas o menos propensa a las falsas alarmas, independientemente de
la versién binaria o la disposiciéon del sistema multimodal que se considere. Asi,

cada pardmetro fue barrido en el rango [0, 3,0, 6] con pasos de 0,1 mientras se gen-
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eraban los correspondientes 42 subsistemas unimodales siguiendo el enfoque LASO
y considerando cada longitud de video como los diferentes periodos aplicables. En
este sentido, las Figs. 6-25a y 6-25b muestran los valores th,, y thg, frente a las
métricas de precision y puntuacion Fl-media para los 42 grupos de prueba en los

subsistemas fisiolégico y del habla, respectivamente.
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Figure 6-25: Barrido de pardmetros para a) thyn, ¥y b) thg, en los subsistemas
fisiologico y unimodal del habla, respectivamente.

Analizando la Fig. 6-25a, se puede observar como la puntuacion F1 disminuye
a medida que th,y, crece, mientras que la precisiéon se mantiene bastante estable.
Obsérvese que la puntuacién F1 depende en gran medida del niimero de Verdaderos
Positivos (TP) predichos, pero no tiene en cuenta los Verdaderos Negativos (TN).
Por lo tanto, si el TP aumenta y la suma de las tasas de falsos positivos (FP) y falsos
negativos (FN) disminuye, la puntuacién F1 aumenta. Esta compensacién provoca
el comportamiento observado, en el que cuanto mas baja sea thy,, mayor serd la
puntuacion F1. Segun este andlisis, th,, se fijé en 0,40, obteniendo un 66,66% y
un 64,60% para la puntuaciéon F1 y la precision, respectivamente. Tenga en cuenta
que estos valores son mas altos que los reportados en la Tabla 6.7 debido al efecto
de considerar un conjunto de salidas uni-modales para un periodo de tiempo deter-
minado. La razén para elegir este valor de umbral especifico es el buen compromiso
observado entre ambas métricas y el hecho de que la falta de un TP podria ser
dramatica para el caso de uso de la violencia de género. Ademas, el sistema multi-
modal combinado debe abstenerse de disparar falsas alarmas para evitar abrumar
a las instituciones encargadas de protegerlas, y por eso se elige el subsistema de

voz para ser mas conservador en este sentido. Analizando la Fig. 6-25b para el
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subsistema de voz, se puede observar como la F1 y la precision empiezan a divergir
a partir de 0, 50. Por lo tanto, ths, se fijo en este valor, obteniendo 54,07% y 57,82%
para la puntuacion F1 y la precision, respectivamente. Obsérvese que la exactitud
podria incluso aumentarse eligiendo un thg, mas alto.

Una vez fijados thyny y ths,, estudiamos la prediccion del rendimiento medio en los
42 grupos de prueba para las diferentes configuraciones de la arquitectura, como se
muestra en las figuras 6-27 y 6-26. Estas configuraciones son el subsistema unimodal
fisiolégico, el subsistema unimodal del habla, Bindi 1.0, Bindi 2.0acon fusiéon de
datos de entropia minima, Bindi 2.0acon fusién de datos de ponderacién de entropia
inversa, Bindi 2.0b con fusiéon de datos de menor entropia, Bindi 2.0b con fusion
de datos de ponderacion de entropia inversa, y Bindi 2.0b con fusiéon de datos de
OR logico. Notese que Bindi 2.0a no se combiné con la fusién de datos OR logica

porque es equivalente a Bindi 1.0.
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Figure 6-26: Analisis del rendimiento medio de las puntuaciones F1 prediciendo
sobre los 42 voluntarias de prueba para las diferentes configuraciones de arquitectura.

Analizando la Figura 6-27, el subsistema uni-modal fisiol6gico consigue la mayor
precision proporcionando hasta un 64,63% y superando incluso a los esquemas de
fusion. Para la métrica F1, este subsistema también proporciona la segunda tasa
mas alta con hasta un 66,67%. Este comportamiento puede estar relacionado con
el sesgo introducido hacia la deteccion de la clase positiva, en primer lugar, con

el enfoque de aprendizaje sensible al coste y en segundo lugar, con el barrido de
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Figure 6-27: Analisis del rendimiento de la puntuaciéon media de exactitud que
predice sobre los 42 voluntarias de prueba para las diferentes configuraciones de
arquitectura.

pardmetros de thy,,. En la Figura 6-26, el subsistema unimodal del habla pro-
porciona unas métricas significativamente inferiores a las del subsistema fisioldgico.
Este hecho podria estar relacionado con el limitado nimero de muestras para entre-
nar la red neuronal y la posible calidad limitada de las mismas debido a la accién
de revivir la emocion sentida en la generacion del conjunto de datos. Esta situacion
provoca que Bindi 1.0 proporcione la peor métrica en este andlisis debido a que
la respuesta final del sistema recae en el subsistema de habla. Bindi 2.0a y Bindi
2.0b ambos proporcionan una precision similar cerca del subsistema fisiolégico en
la mayoria de los casos. Sin embargo, Bindi 2.0b logra la puntuacién F1 mas alta
en todos los casos, especialmente para Bindi 2.0b con la fusiéon de datos l6gica OR.
Esta tltima estrategia proporciona la puntuacién F1 més alta, un 67,59En [11] se
puede encontrar un breve avance de este andalisis y una discusién de las matrices de
confusion obtenidas para cada configuracién.

Para elaborar los resultados mostrados en las Figuras 6-27 y 6-26, la Tabla 6.9
presenta resultados detallados para las diferentes configuraciones, incluyendo la
desviacién estandar media por voluntario probado. Los indices de desviacion estan-
dar bajos son buenos indicadores de una mejor capacidad de generalizacion, siempre

que los resultados sean comparables. Obsérvese, por ejemplo, que aunque Bindi 1.0
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presenta la desviacion estandar mas baja, lo que puede considerarse una buena gen-

eralizacion, sus puntuaciones son superadas por la mayoria de las configuraciones,

como ya se ha dicho. Ademas se puede observar que los valores de desviacion es-

tandar obtenidos son relativamente altos, especialmente para la puntuaciéon F1. La

causa se muestra en la Fig. 6-28, donde se proporciona la puntuacion F1 y la pre-

cisiéon para cada una de las 42 pruebas y el subsistema uni-modal. Se observa que

algunos voluntarias tienen una puntuacién F1 de cero para el subsistema del habla

en esta figura. Este hecho se produce porque la puntuacion F1 depende del TP

detectado, y no hubo predicciones positivas para algunos usuarios.

- Bindi 2.0a | D1 2.0 | o 45 9 op | Bindi 20b | 5y 5 0
Physiological Speech BINDI Inverse Inverse .
. . Lowest Lowest Logical
uni-modal uni-modal 1.0 Entr Entropy Entr Entropy OR.
Py Weighting opy ‘Weighting
Mean 66.67 54.48 50.23 56.68 56.33 60.87 60.58 67.59
Fl-score | Std 17.31 26.73 27.64 23.91 24.05 26.63 26.98 14.27
Mean 64.63 58.5 62.93 63.61 63.61 63.27 63.27 60.2
Accuracy Std 16.56 16.73 14.30 14.35 14.35 17.94 18.21 15.75

Table 6.9: Analisis del rendimiento medio que predice los 42 voluntarias de las
pruebas. Media y desviaciones estandar (Std).
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Figure 6-28: Analisis del rendimiento individual de los dos subsistemas unimodales.
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6.5 Discusién y conclusion

En este capitulo se han presentado diferentes contribuciones esenciales de esta
investigacion. En primer lugar, se detalla y explica el conjunto de datos WEMAC-
nombre. En segundo lugar, se construye un sistema de deteccién del miedo basado
en la fisiologia a partir de los datos recogidos en dicho conjunto de datos. Por ul-
timo, se proporciona un marco multimodal contextualizado en la tecnologia Bindi.
En concreto, estas contribuciones pueden detallarse como sigue:

e La generacion de un nuevo conjunto de datos de detecciéon de emociones que
se ocupa de todas las limitaciones encontradas en las bases de datos ptblicas
disponibles. Este conjunto de datos pertenece al Base de datos UC3M4Safety.

o El diseno e integracion de un proceso de recuperacion fisioldgica activa dentro
de los experimentos del conjunto de datos.

o El diseno, la implementacion y la evaluacion de un sistema de deteccion de
miedo basado en la fisiologia utilizando el conjunto de datos "Nombre del
conjunto de datos".

e Un novedoso diseno de marco de fusiéon de datos multimodales utilizando in-
formacion fisiolégica y del habla.

o Laaplicacién de un modelo LASO que considera por primera vez el reconocimiento
del miedo, la fusién de senales multisensoriales y los estimulos de realidad vir-
tual.

Para el sistema de deteccion de miedo basado en la fisiologia, el mejor resultado
se obtiene utilizando un clasificador KNN y un clasificador AdaBoost (ENS) para el
etiquetado discreto y dimensional del miedo, respectivamente. El primero alcanza
hasta un 66,87% y un 66,45%, mientras que el segundo consigue hasta un 64,23%
y un 66,62% para el ACC y el AUC promediados. Los resultados obtenidos estdn
en consonancia con todos los sistemas Leave-One-Out (sujetos o ensayos) presen-
tados en la literatura, véase la Tabla 4.19. Sin embargo, las recomendaciones pro-
porcionadas al final de la seccién 6.3.2.3 podrian aprovecharse e investigarse para
mejorar estos resultados de referencia.

En lo que respecta especificamente al marco multimodal propuesto, el mejor resul-
tado de fusion equilibrada se obtiene para la disposicion Bindi 2.0b aplicando una

estrategia de fusién de datos OR logica. Este método reporta hasta un 60,20% y
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un 67,59% para ACC y Fl-score, respectivamente. Estos valores representan un
resultado competitivo en comparacion con el estado del arte que trata casos de uso
multimodal similares [297,300,302]. Por otra parte, cabe destacar que las config-
uraciones descritas en este capitulo para la deteccién del miedo a través de datos
fisiolégicos y del habla son s6lo una posible forma de caracterizar las situaciones y
contextos en los que los usuarios pueden verse involucrados. Se trata de lineas de
base iniciales para desarrollos posteriores que han permitido identificar importantes
retos. En primer lugar, es crucial encontrar un equilibrio adecuado entre TP-TN
y FP-FN, ya que el coste de no detectar una verdadera necesidad de ayuda es ter-
rible, pero también hay que evitar interferir en la vida cotidiana de las victimas
de la violencia de género y la saturacion de los servicios de proteccion con falsas
alarmas. Por lo tanto, hemos tratado de reducir los FN en la medida de lo posible
mientras los FP se mantienen en una tasa adecuada. Para ello, hemos consider-
ado estrategias basadas en los costes de clasificacion errénea y en la fijacion de los
parametros de umbral. En concreto, hemos fijado el pardmetro th,, en el subsis-
tema fisiolégico para obtener un mayor resultado de predicciones positivas con este
sistema, de forma que en una fase posterior, las estrategias de habla (en Bindi 1.0) y
de fusién de datos (en Bindi 2.0a y Bindi 2.0b) ayuden a corregir el sesgo mientras se
intenta mantener la prediccion TP. Se maximiza el Durante esta experimentacion,
el sistema unimodal del habla actual proporcioné tasas de rendimiento inferiores a
las esperadas, lo que podria estar causado por la desalineacion temporal de los datos
fisiolégicos y del habla en WEMAC. El desvanecimiento de la emocion elicitada en el
momento en que se recoge la muestra de voz podria estar detrés de esta disminuciéon
del rendimiento.

En general, llegamos a la conclusién de que los sistemas de clasificaciéon de miedo
unimodal y multimodal obtenidos empleando el conjunto de datos WEMAC presen-
tan resultados competitivos en comparacion con el estado del arte. Sin embargo, es
necesario seguir investigando para mejorar estos sistemas de cara a su aplicabilidad
en la vida real. Asi pues, el objetivo principal del marco multimodal propuesto y del
conjunto de datos WEMAC es despertar el interés de la comunidad por este prob-
lema tan desafiante de la violencia de género y empezar a abordar la perspectiva de

género en la inteligencia artificial.
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Como trabajo futuro, el equipo de UC3M4Safety tiene previsto impulsar y desar-
rollar una serie de puntos clave y futuras lineas de actuacién que se han identificado
como limitaciones junto a la realizacion de este trabajo:

« Estudiar otras alternativas de fusiéon y modos de combinaciéon para los subsis-
temas uni-modales.

e Aumentar el nimero de voluntarias y los datos disponibles de los sensores
adquiridos con los dispositivos de borde.

o item Incluir en la base de datos los datos de las victimas de la violencia de
género para comprender mejor sus mecanismos de activacion en situaciones
relacionadas con el miedo.

o Incorporar la arquitectura completa del sistema fisiolégico unimodal y el proce-
samiento de datos en la pulsera Bindi y probar su eficacia en entornos y situa-
ciones reales en experimentos en la naturaleza.

o Evaluar el uso de métricas de puntuacion alternativas, como la informacion
mutua y el area bajo la curva, para seguir encontrando un equilibrio adecuado
entre las falsas alarmas y la probabilidad de fallo.

o Desarrollar y probar técnicas de adaptacion del sujeto a los modelos unimodal
y de fusion.

En el disenio de sistemas de deteccion de miedo para prevenir y combatir situaciones
de violencia de género, pueden surgir varios problemas cuando el objetivo de un
sistema es trabajar con datos de la vida real. En primer lugar, la dificultad de
encontrar datos realistas, y en segundo lugar, la poca confianza en las arquitecturas
desarrolladas si los datos utilizados son actuados o sintéticos. Esta situaciéon lleva
a la necesidad de generar bases de datos con emociones reales elicitadas, lo que
supone un gran reto y requiere mucho tiempo. Sobre todo, trabajar con elicitacion
de emociones negativas fuertes, como las evocadas en WEMACpara la deteccién de
miedo en mujeres en un entorno de laboratorio, puede llevar a problemas éticos. Por
ello, hay que dedicar muchos recursos a salvaguardar el bienestar de los voluntarias
que participan. Este problema en particular se agrava cuando el grupo objetivo
de los voluntarias son mujeres que han sufrido violencia de género. Esto se debe
a que los fallos del sistema o servicio de proteccién tienen consecuencias criticas

para ellas. Por esta razon, la segunda version del conjunto de datos que se esta
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WEMAC

recopilando actualmente en el laboratorio incluye inicamente a voluntarias victimas

de la violencia de género.
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Capitulo

Conclusion

En este capitulo final, resumiremos las aportaciones de esta investigacion doctoral
en funcién de los objetivos propuestos. También aportaremos algunas sugerencias
sobre posibles temas a estudiar en el futuro. Estas ideas provienen del dltimo afio
de investigacion y pueden suponer el punto de partida de nuevos proyectos de in-
vestigacion.

Este doctorado comenzo con la creacion de la UC3M4Safety, un equipo multidisci-
plinar que se cred al enfrentarse al problema de la Violencia de Género y reclamar
que era necesario un enfoque multidisciplinar para fomentar nuevas y mas innovado-
ras soluciones para prevenirla y combatirla. Impulsados por esta motivacion, nos
propusimos aportar nuevas herramientas para prevenir y combatir las situaciones
de riesgo de Violencia de Género e, incluso, las agresiones, desde una perspectiva
tecnoldgica, pero sin dejar de lado las diferentes consideraciones sociologicas rela-
cionadas con el problema. En este contexto, y teniendo en cuenta el potencial
tecnologico de la computacion afectiva a través de la informacion fisioldgica para
generar esas nuevas herramientas, realizamos un andlisis detallado sobre el desen-
tranamiento de la relacion entre las senales fisiologicas y las emociones relacionadas
con el miedo. Este estudio nos proporcioné el conocimiento para proponer un nuevo
enfoque para detectar las emociones relacionadas con el miedo haciendo uso de las
diferentes teorias emocionales y de los indicadores fisiologicos afectivos. Este estu-
dio también se acompané de una investigacion exhaustiva sobre las herramientas
de provocacién de emociones, los informes de evaluaciéon de emociones, las bases

de datos de clasificacién de emociones, el disefio de sistemas de computacion afec-
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tiva y las metodologias y herramientas relacionadas que nos permitieron construir
una solida base de conocimientos tecnolégicos para cumplir con los retos de este
doctorado.

Posteriormente, el enfoque de clasificacion binaria del miedo se ha incluido en
diferentes sistemas de computacion afectiva construidos sobre conjuntos de datos
disponibles publicamente. En concreto, se han disenado diferentes sistemas espe-
cializados de detecciéon de miedo utilizando caracteristicas de dominio temporal,
frecuencial y no lineal. El valor anadido de las arquitecturas propuestas es la con-
sideracion de las restricciones de procesamiento digital para integrar adecuadamente
dicho sistema en una plataforma de dispositivos de borde vestibles para permitir la
proteccion de personas vulnerables. Durante el disefio de estos sistemas, se de-
tectaron diferentes limitaciones en las bases de datos de libre acceso con las que
estabamos trabajando. Por ejemplo, no se utilizaba tecnologia de inmersién emo-
cional, la metodologia de etiquetado no tenia en cuenta la perspectiva de género,
no se garantizaba una distribucion de estimulos adecuadamente equilibrada con re-
specto a las emociones objetivo, y no se implementaba la integracion de un proceso
de recuperacién basado en las senales fisioldgicas de los voluntarios para cuantificar
y aislar la activacion emocional entre los estimulos. Sin embargo, los sistemas prop-
uestos se compararon con éxito con el estado de la técnica.

Junto con el diseno y la validacién de los diferentes sistemas de clasificacion del
miedo, se propuso una nueva soluciéon de hardware vestible para desplegar las ar-
quitecturas de los sistemas de deteccién relacionados con el miedo. Asi, disenamos
Bindi, un sistema multimodal auténomo para la deteccién de situaciones de riesgo
en contextos de violencia de género. La parte de computacion de borde del sistema
es una red ciberfisica inteligente. En concreto, esto se consigue mediante sensores
inteligentes fisiol6gicos y fisicos (audio y/o voz) que monitorizan continuamente al
usuario. La capa del sistema basada en la niebla reside en una fusion de datos
multimodal dentro de una aplicaciéon ad-hoc para smartphones. Ademas, la infor-
macién se envia a servidores informaticos especificos en la nube, que se encargan de
almacenar los datos recogidos para posteriores acciones legales. El diseno de este
sistema puede impulsar la generacién de nuevos mecanismos de prevencion y lucha

contra la la violencia de género.
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Finalmente, tras haber identificado la necesidad de generar una nueva base de

datos y crear una nueva herramienta tecnologica, disefiamos y realizamos el conjunto

de datos WEMAC. Consiste en de 104 mujeres que nunca han sufrido Violencia

de Género que realizaron diferentes visualizaciones de estimulos relacionados con

la emocién en un entorno de laboratorio. Los anteriores sistemas de clasificacién

binaria del miedo se mejoraron y se aplicaron a este novedoso conjunto de datos

multimodal, lo que permitié obtener resultados competitivos en comparacion con el

estado del arte.

7.1 Contribuciones

Para ser mas precisos, ordenaremos las contribuciones en funcion del capitulo en

el que se realizan.

Las aportaciones sobre el capitulo 4 son las siguientes:

La aplicacién y validacion de una nueva propuesta de clasificacién binaria
del miedo utilizando conjuntos de datos abiertos disponibles y un conjunto
reducido de senales fisioldgicas.

El diseno y la evaluacion de un sistema de clasificacién del miedo que emplea
la base de datos DEAP y el modelo PA. Logré un AUC de 81,60% y un Gmean
de 81,55% en promedio para un enfoque independiente del sujeto y sélo dos
senales fisiolégicas (PPG y GSR).

El diseno y la evaluacion de un sistema de clasificacién del miedo que emplea
la base de datos MAHNOB y el modelo PAD. Logré un AUC de 86,00% y
un Gmean de 73,78% en promedio para un enfoque independiente del sujeto
y sOlo tres senales fisiologicas (PPG, GSR y SKT). Hay que tener en cuenta

que este sistema se prob6 con LOSO.

Las aportaciones sobre el capitulo 5 son las siguientes:

El diseno, hardware y software, de un nuevo sistema smart-wearable basado
en un conjunto reducido de senales fisiologicas y orientado a la generacion de
nuevos mecanismos y herramientas tecnologicas para prevenir y combatir la
Violencia de Género.

Disefio e implementacién de un modelo de inferencia Mamdani de base de re-

glas difusas de baja complejidad para la evaluacion de la calidad de las senales
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en la pulsera de Bindi. Esto va acompanado de una propuesta de definicién
e implementacién de un novedoso ajuste fino no supervisado en linea basado
a través de la similitud escalada entre conjuntos difusos de tipo II de in-
tervalo para las actualizaciones autoadaptativas del modelo. Los resultados
muestran que el sistema alcanzé una precision global del 93,72%. El sistema
propuesto, que tiene en cuenta la calidad, presenta un consumo de energia de
hasta 59,40 mJ, lo que repercute directamente en el consumo global de en-
ergia del 1,5% al 20,7% para la transmisién de una senal de fotopletismografia
ruidosa de 12-60 segundos.

Se implementaron diferentes estrategias de filtrado y técnicas de extraccion de
caracteristicas en el brazalete de Bindi. Esto va acompanado de una medicién
exitosa y una comparaciéon de resultados con un conjunto de herramientas

especificas para la investigacion.

Las aportaciones sobre el capitulo 6 son las siguientes:

Para la generacion de este conjunto de datos ha sido necesario un arduo tra-
bajo en equipo. Por ejemplo, se ha empleado una cantidad global de 7000
horas. Se trata de una coleccién de experimentos capturados en laboratorio
condiciones de laboratorio con mujeres voluntarias. Un conjunto de estimulos
audiovisuales se emplean para provocar emociones realistas utilizando la real-
idad virtual y adquiriendo la informacion fisiologica y del habla de las volun-
tarias. Ademas, también se recogen anotaciones emocionales autoinformadas
en escalas emocionales dimensionales y discretas. Los objetivos y contribu-
ciones de este novedoso conjunto de datos multimodales son miltiples, como
se muestra brevemente a continuacion:

1. La integraciéon de la tecnologia inmersiva para provocar emociones. Se
emplea la realidad virtual por ser la que més se asemeja a los escenarios
del mundo real, ofreciendo un alto grado de correlacién entre las condi-
ciones de la investigacion y el fenémeno emocional estudiado, es decir,
con validez ecologica.

2. La consideracion de un elevado ntimero de voluntarios. El primer experi-
mento cont6 con un total de 104 mujeres voluntarias que no eran victimas

de la violencia de género.
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3. La aplicaciéon de una distribucién de estimulos debidamente equilibrada
respecto a las emociones objetivo. Antes de generar el conjunto de datos,
se aplicé una metodologia mixta con jueces expertos y publico en gen-
eral para seleccionar los mejores estimulos audiovisuales para provocar
reacciones emocionales. Se realiz6 una encuesta publica con 1.332 par-
ticipantes para etiquetar los estimulos relacionados con las emociones
preseleccionadas.

4. La modificacion de la metodologia de etiquetado para tener en cuenta la
perspectiva de género. Este problema se abordé cambiando los maniquies
de autoevaluacion originales.

5. La implementacion de un proceso de recuperacion activa respecto a la
estabilizacién fisioldgica entre estimulos. Hasta donde sabemos, no existe
ningin conjunto de datos publico que haya implementado una evaluaciéon
de la estabilizacion en linea mediante la evaluacion de la retroalimentacion
fisiologica durante los experimentos.

Entre estas contribuciones, he participado directamente en los objetivos 1, 2,
4,y5.

Los primeros resultados experimentales multimodales con WEMAC. Estos
muestran una precision media de la tasa de reconocimiento del miedo de hasta
63,61% con el método Leave-hAlf-Subject-Out (LASO). Que yo sepa, es la
primera vez que se presenta un modelo LASO que considera el reconocimiento
del miedo, la fusion de senales multisensoriales y los estimulos de realidad

virtual.

7.2 'Trabajo futuro

El autor desea aportar algunas sugerencias para futuras investigaciones:

» La consideracién de més senales fisiolégicas, o incluso bioldgicas, para ampliar

el alcance de esta investigacion y mejorar los resultados de la clasificacion del
miedo.

Analisis multivariante considerando los cuestionarios iniciales recogidos al prin-
cipio de los experimentos WEMAC junto con la informacién fisiologica y au-

ditiva.
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e En caso de recoger autoinformes discretos y dimensionales de los voluntarios,
ambas metodologias de etiquetado podrian fusionarse mediante una combi-
nacion lineal o no lineal. Esto estd en consonancia con el hecho de que tanto
las etiquetas discretas como las dimensionales existen, pero tienen propositos
diferentes o caracterizan aspectos distintos de las emociones.

o La investigacion y la aplicaciéon de técnicas de deteccion comprimida para
reducir el consumo de energia de la pulsera. Ya se han iniciado los trabajos
sobre este tema.

» La investigacién e implementacién de técnicas de recoleccién de energia dentro
de la pulsera seria interesante para observar el efecto del consumo de energia.
El trabajo sobre este tema ya se ha iniciado.

o La investigaciéon y la integracion de sistemas de clasificacion semi-supervisados
destinados a tratar la dindmica de la emocién y/o el aprendizaje débilmente
supervisado para el reconocimiento de la emociéon de grano fino utilizando
senales fisioldgicas. Los trabajos sobre este tema ya se han iniciado.

o La integracién de la computacion neuromorfica en Bindi, como el Akida Neural
Processor SoC.

o Laimplementacion de nuevos algoritmos de eliminacién de artefactos de movimiento.
Por ejemplo, las técnicas de sincronizacién junto con las redes neuronales de
extremo a extremo, que son compatibles con la computacién de borde, tienen
potencial. Ya se ha empezado a trabajar en este tema.

e La investigacién de nuevas técnicas y métodos de personalizacion del apren-
dizaje automatico aumentaria las posibilidades de despliegue de Bindi. El
trabajo sobre este tema ya se ha iniciado.

o El diseno de nuevos factores de forma para llevar puesto, en lugar de una
pulsera y un colgante.

o El diseno de un sistema experto que se ejecute en la nube y funcione de forma
multivariable. El objetivo de dicho sistema seria corregir o modificar el apren-

dizaje automéatico de la computacion de borde.
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